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Limits, Opportunities and Ethics
of Al in the Courts: the Finnish
Perspective

Al in the Service of the Judiciary 27.9.2018
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Growing demand for Al
ethics

Measuring fairness of
human/ non-human
decision making is not
easy

The Finnish perspective:
mapping out regulatory

framework for algorithmic
decision making

Fairness-aware Al
requires both rights by
design and different
procedural safeguards
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LOOIIIiS V. WiSCUIlSiH Petition for certiorari denied on June 26, 2017

Docket No. Op.Below Argument Opinion Vote Author Term
16-6387 Wis. N/A N/A N/A N/A OT 2016

Issues: (1) Whether it is a violation of a defendant's constitutional right to due process for a trial court to rely
on the risk assessment results provided by a proprietary risk assessment instrument such as the Correctional
Offender Management Profiling for Alternative Sanctions at sentencing because the proprietary nature of
COMPAS prevents a defendant from challenging the accuracy and scientific validity of the risk assessment;
and (2) whether it is a violation of a defendant's constitutional right to due process for a trial court to rely on
such risk assessment results at sentencing because COMPAS assessments take gender and race into account

in formulating the risk assessment.

e q u iva n‘t YourRole - YourChallenges~  Solutions~ AboutUs-~ Resources~ Contact

RESOURCES

Northpointe COMPAS Northpointe Specialty Courts Northpointe Pretrial

COMPAS Core is designed for offenders recently Northpointe Specialty Court is an integrated Use Northpointe Pretrial to assess offender risk to

removed from the community or currently in the software solution managing all offender processing public safety if released to the community.
community. and.case/court activities.

Download &
Download & Download &

CONTACT US REQUEST A DEMO



https://www.technologyreview.com/s/608248/biased-algorithms-are-everywhere-and-no-one-seems-to-care/

Intelligent Machines

Biased Algorithms Are
Everywhere,and No One Seems to
Care

The big companies developing them show no interest in fixing
the problem.

by WillKnight  July 12, 2017

MLK'Kmsuy&(_.omp;my Our Insights OurPeople  Contact Us

learning algorithms and
their biases

By Tobias Baer and Vishnu Kamalnath

0Dy 6

Myths aside, artificial intelligence is as prone to bias as the human kind.

The good news is that the biases in algorithms can also be diagnosed

27/9/20 18 and treated. 5
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4 Results of the citizen deliberations
</ >

An initiative of the Université de Montréal

¢ How do we ensure that the benefits of Al are available to everyone?

¢ Must we fight against the concentration of power and wealth in the hands of a small number of Al
companies?

e What types of discrimination could Al create or exacerbate?

¢ Should the development of Al be neutral or should it seek to reduce social and economic
inequalities?

¢ What types of legal decisions can we delegate to Al? ’i :\\\

Proposed principle:

The development of Al should promote justice and seek to eliminate all types of discrim (\
those linked to gender, age, mental / physical abilities, sexual orientation, ethnic / social ¢ O
religious beliefs.

European Parliament

Procedure : 2015/2103(INL)

Document selected : EXRGEFIT
Texts tabled : Debates : Votes :
AB-0005/2017 PV 15/02/2017 - 14 ’ PV 16/02/2017 - 6.9
CRE 15/02/2017 - 14
REPORT

27 January 2017

with recommendations to the Commission on Civil Law Rules on Robotics
(2015/2103(INL}))

Committee on Legal Affairs

Rapporteur: Mady Delvaux

{Initiative — Rule 46 of the Rules of Procedure)

Rapporteurs for the opinions (*):

Georg Mayer, Committee on Transport and Tourism

Michat Bonl, Committee on Civil Liberties, Justice and Home Affairs
{*} Assoclated committees — Rule 54 of the Rules of Procedure

27/9/2018 AMENDMENTS » 001-001 002-003/r1  004-008 009-010/r1 WI/WWh Knlllll 6




STARTING POINT: USE OF ALGORITHMS IN LEGAL © .
PRACTICE NEEDS TO BE FAIR (1] R
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HOW TO MEASURE
FAIRNESS OF
ALGORITHMS?

fairness in computer
science vs. broader societal

context of social sciences

fairness of use vs. fairness

of design
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Original Research Article

Big Data & Society
July-December 2016 1-21

The ethics of algorithms: @ The Autors) 2016

Reprints and permissions:

Mﬂ.pping thE dEbatE sagepub.comljournalsPermissions. rav

O3l 10U IFT205395 | 7 16679679
bds capepub.com

$ISAGE
Brent Daniel Mittelstadt', Patrick Allo', Mariarosaria Taddeo'*?,
Sandra Wachter? and Luciano Floridi'*?

Abstract

In information societies, operations, decisions and choices previously left to humans are increasingly delegated to
algorithms, which may advise, if not decide, about how data should be interpreted and what actions should be taken
as a result. More and more often, algorithms mediate social processes, business transactions, governmental decisions,
and how we perceive, understand, and interact among ourselves and with the environment. Gaps between the design and
operation of algorithms and our understanding of their ethical implications can have severe consequences affecting
individuals as well as groups and whole societies. This paper makes three contributions to clarify the ethical importance
of algorithmic mediation. |t provides a prescriptive map to organise the debate. |t reviews the current discussion of
ethical aspects of algorithms. And it assesses the available literature in order to identify areas requiring further work to
develop the ethics of algorithms.

Keywords

Algorithms, automation, Big Data, data analytics, data mining, ethics, machine learning
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COMPARISONS BETWEEN
BLACK BOXES OF LEGAL
REASONING

Input Hidden Output
layer layer layer

& architectural graph of multi-layer perceptron neural netwaork

Alan Fung (2010):
http://www.ouhk.edu.hk/~sctwww/com
puting/project/DisplayAlanFung.htm

27/9/2018 CEPEJ/ Riikka Koulu 10
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RESEARCH PROJECT ON
PUBLIC ALGORITHMIC

DESCRIPTION

Publisher and release datg  Prame Minister's Office, 31.05.2018

AUhoEE Riikka Koulu, Beala Maihaniarni, Yesa Kyyrdnen

Tite.of puklratien

Algonimi pEdioksentskijana? Tekoalyn hyddyntamisen mehdollisuudat
|2 haasteat kansallis=sea s8dntely-yrnpdnstéssd

Hame of saries and oumber ofPulicabons of _the Govemment's enelysis, essessment and resaarch

pulzlication achvities 22018

Beywords. Artificial Intelligence, robotics. algarithm, digitalization, algonthrmic deci-
sion-rmaking, administretion, adminisirative procedure, public officer, li-
aiility, agency, data

Release date May 2018 Pages 38 Lenguage Finnisn

Abstract

This inlerim repert is aboul the legal aspects of public algorithmic decision-making. This reparl
i part of the govermment's artificial intelligence prograrm 5.2, The report 1o ke published is an
independent interim repert on|subsection 5.2 B “Arlificial intelligence in public services and the
need for change in the information infrastructure: Part 1@ The ufilization of robotics and arificial
intelligance in public services”.

I s interirm report, e research group has handled the preliminary points, which have risen
at the baginning of the research. The research group has espesially mapped the legal pessi-
bilities and herizons in both national and international malerals. The interim repoerl emphasizes
e legal-lechnical definition, international examples and tentative analysis of the legal frame-
wark,

The rmast imparlant conclusions in the intarim report are lwofold. Firstly, during research, com-
mon perceptions of the kaal boundaries of algorithmic decisicn-making Rhave emerged. These
are, Tar example, the slrong conlexlual eonnaction of 1he legal analysis of the algerithmic Fair-
ness, as weall as tha division af exacutive orders basaed an the limils of their discretion. Conlax-
lual caherence & imperative in order for the analysis o adeguately lake inlo account the fea-
tures arnd operaling condilions of sollware robotics and arlificial inteligence applications with-
aul everly simplifying them.

27/9/2018
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DECISION MAKING

RPA/ Al automation (autonomous
decision making, decision support,
customer service)

scope of application dependent on
e.g. context and level of discretion
in the case

Hands-on legal concerns: legal
agency (e.g. who signs the
judgment, fragmentated decision
making), questions of liability,
rights and obligations related to
data (how to collect data for Al
systems), good administration
(grounds for the decision), etc.

13



Mapping out Legal Issues of Algorithmic
Decision Making

How to appeal?
Auditing processes?

Stages of Using Algorithms and Issues with Legal Safeguards

// Procurement

/ Assesment Planning Testing Implementing Using Monitoring " Maintaining
- Assessing the - A matter of public - What data is being - What sort of test - At what stage is - Are there - How is the system -Whois
legislative procurement utilised? data will be used for the system procedural or monitored? responsible for
framework for the - Who determines - What is the designing the functional and administrative - How to ensure maintaining the
project what the system purpose of the algorithm? reliable enough to barriers for using that the algorithm system?
- For example: does? data? - How do we take be implemented? the system? behind the system - Who has access
limitations of - Which official is in - Which variables into account - What sort of legal - In a normative is producing fair to the source code
privacy and registry charge of procuring  can be held as possible output data safeguards will be decision what is the and correct resulis? of the system?

legislation on the
useofdataasa
part of a system
evaluating a
person's
dangerousness

- After assessing
the legislative
limitations there is a
chance for
legisiative changes

27/9/2018

a system assessing
aperson's
dangerousness?

relevant indicators?
E.g. what variables
factor in when
weighing personal
dangerousness?

bias?

What data is used?
Which indicators

chosen?

Rights by design

created for the
individual?

-E.g. howcana
person seek appeal
or overturn the
automated
decision?

CEPEJ/ Riikka Koulu

weight of a decision
made by the
system?

- Discretion of the
end user against
following the
suggestions or
decisions made by
the system?

-Whois
responsible for
unfair or
discriminatory
decisions?

- Is the source code
fransparent?

- Should we ensure
access to the
programming code
for people looking
to overturn a
decision made by
the system?

14
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1. Algorithmic Transparency (e.g. Technical challenges for reducing
opacity (types and causes of opacity); Technical solutions for re-
ducing opacity; UX challenges/solutions for providing greater
transparency; Tension/solutions to providing algorithmic trans-
parency without impinging on Intellectual Property rights)

2. Algorithmic Accountability (e.g. Technical challenges/solutions
for identifying responsibility for algorithmic decisions; Mechan-
isms to enable questioning and redress for individuals and
groups; Methods to verify algorithmic system behaviour (espe-
cially in relation to legal/standards compliance))

3. Governance frameworks for algorithmic systems (e.g. Frame-
work to insure proper inspection of algorithmic system; develop-
ment/deployment - does it reflect the values of fairness set by
lawmakers, judges and the public?; Frameworks for allocating re-
sponsibility and/or liability for algorithmic decisions; Creation of
ethical framewaork for transparent processing of personal data
and automated decision making)

4. Algorithmic Fairness (social justice) (e.g. Classification of level of
significant social impact from algorithmic decisions; Compliance
with standards of legal fairness; Potential for bias/discrimination
by algorithmic decisions - causes/solutions; Impact of algorithmic
systems on Data Subject Privacy (e.g. inference of privacy sensit-
ive factors); Potential for algorithmic systems to manipulate the
democratic process)

5. Algorithmic Fairness (business practices) (e.g. Algorithmic tools
for ‘cartels) implicit collusion on pricing through algorithmic 'syn-
chronizing’; Price manipulation by algorithmic personalization;
Key issues relating to algorithmic system Intellectual Property
rights)

&. Technological and societal needs for: Algorithmic literacy; Al-
gorithmic transparency; Algorithmic oversight

EUROPEAN PARLIAMENT
STUDY FOR POLICY
RECOMMENDATIONS
Report will be published at:

http://www.europarl.europa.

eu/stoa/cms/home/studies

27/9/2018 CEPEJ/ Riikka Koulu 16
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ALGORITHMIC TRANSPARENCY OPENS
ALL THE BLACK BOXES?
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TRANSPARENCY IS NO SILVER BULLET
BUT IT’S A START

Banning black boxes would impose
unrealistic limitations on the use of

algorithms

Transparency does not guarantee :
understanding Y
Transparency is not fairness ~ ___—1 gﬁ

BUT ALGORITMIC TOOLS MAY
IMPROVE TRANSPARENCY OF HUMAN

REASONING 77 ¥
A%
And algorithmic models can assist in I
. . e, . “’ JEB AI
algorithmic auditing processes { AN LD
ey e
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iy

https://docs.waylay.io/usage/waylay_engine/
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Foundations of
legal digitalisation

Algorithmic fairness

& justice by design &
C
Legal approaches i
13 information Societal change
of institutions

& profession

Digital access to

justice & governance q\/

STRATEGIC RESEARCH AREAS IN LAW AND DIGITALISATION \%




12.-14.10.2018
Hack the Law!

3.12.2018
Sleetmakers.com

7.6.2019 -
Legal Tech Con: Algorithmic Law

rilkka.koulu@helsinki.fi
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