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ABSTRACT

In our data-driven society, personal data affecting individuals as data subjects is
increasingly being collected and processed by sizeable, international companies.
While data protection laws and privacy technologies attempt to limit the impact
of data breaches and privacy scandals, they rely on individuals having a detailed
understanding of the available recourse, resulting in the responsibilisation of data
protection. Existing data stewardship frameworks incorporate data protection
considerations and employ data-protection-by-design principles but may not
include data subjects in the process itself, relying on supplementary legal doctrines
to strengthen data protection enforcement. Current data protection solutions also
lack support for protecting individual autonomy over personal data through
co-creation and participation, particularly where there is socio-technical and
communal value to collaborative data from which data subjects may not currently
benefit.

These challenges motivate the application of a theoretical and practical framework
that can encourage co-creation of data protection solutions, increase awareness of
different stakeholder interests, and rebalance power between data subjects and
data controllers. In this thesis, we propose adapting the commons framework
to create a data protection-focused data commons. We conduct interviews with
commons experts to identify the institutional barriers to creating a commons
and challenges of incorporating data protection principles into a commons. We
propose requirements for establishing a data protection-focused data commons by
applying our interview findings and data protection principles. We then deploy
the data protection-focused data commons using an online learning use case. We
conduct a study to explore the usefulness of the commons for supporting students’
agency and co-creating data protection solutions in response to tutorial recordings,
their consent preferences, and attitudes towards privacy and online learning. We
find that a data protection-focused data commons as a socio-technical framework
can support the collaboration and co-creation of data protection solutions for the
benefit of data subjects.
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For the real question is whether the
brighter future is really always so distant.
What if, on the contrary, it has been here
for a long time already, and only our own
blindness and weakness has prevented us
from seeing it around us and within us,
and kept us from developing it?

Vaclav Havel, The Power of the Powerless
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GLOSSARY

application programming interface A set of routines, protocols, and tools for
building software applications.

big data Large amounts of data that are too large or complex to be dealt with
by traditional data-processing application software and require different
methods of analysis to systematically extract information from.

common-pool resource A type of good consisting of a natural or human-made
resource system whose size or characteristics makes it costly, but not
impossible, to exclude potential beneficiaries from obtaining benefits from
and may be over-exploited.

contextual integrity The concept where adequate protection for privacy is con-
sidered alongside norms of specific contexts.

dark patterns User interface features that are designed to intentionally manipu-
late, steer, or nudge users into actions that may not be in their best interest.

data controller “The natural or legal person, public authority, agency or other
body which, alone or jointly with others, determines the purposes and means
of the processing of personal data.” (GDPR Article 4(7)).

data governance A system governing the norms, principles, and rules surround-
ing various types of data. Data stewardship and data management are
regarded as subsets of data governance.

data management The technical management of data such as the creation of
digital systems and infrastructures.

data processor “A natural or legal person, public authority, agency or other body
which processes personal data on behalf of the controller.” (GDPR Article
4(8)).

data protection The fair and proper use of information about people as is part of
the fundamental right to privacy.

data protection-focused data commons A theoretical and practical framework
that can be used to encourage co-creation of data protection solutions,
increase awareness of different stakeholder interests, and rebalance power
between data subjects and data controllers.
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GLOSSARY

data steward Facilitates collaboration to unlock the value of data, protects actors
from harms caused by data sharing, and monitors users to ensure that their
data use is appropriate and can generate data insights.

data stewardship The process by which individuals or teams within data-holding
organisations are empowered to actively initiate, facilitate, and coordinate
data towards the public interest. Examples of data stewardship frameworks
include data trusts, data foundations, and data cooperatives.

data subject An identified or identifiable natural person “who can be identified,
directly or indirectly, in particular by reference to an identifier such as a
name, an identification number, location data, an online identifier or to
one or more factors specific to the physical, physiological, genetic, mental,
economic, cultural or social identity of that natural person.” (GDPR Article
4(1)).

data subject rights Rights that data subjects have under the GDPR. These are be
summarised as: The right to be informed (Article 14), the right of access
(Article 15), the right to rectification (Article 16), the right to be forgotten
(Article 17), the right to restrict processing (Article 18), the right to data
portability (Article 20), the right to object (Article 21), and rights in relation
to automated decision making and profiling (Article 22).

Facebook As of 2022, the world’s largest social networking site that was founded
in the US in 2004.

Institutional Analysis and Development A framework developed by Elinor Os-
trom that supports the creation of a commons and analyses the dynamic
situations where individuals develop new norms, rules, and physical
technologies.

Internet of Things Physical objects that are embedded with sensors, processing
ability, software, and other technologies that connect and exchange data with
other devices over the Internet or other communications networks.

Microsoft Teams Owned by Microsoft, an American multinational technology
company, Microsoft Teams is a business communication platform used
by organisations to facilitate communication, video conferencing, and file
sharing services.

personal data “Any information relating to an identified or identifiable natural
person.” (GDPR Article 4(1)).

polycentricity A complex form of governance with multiple centres of decision-
making, each of which operates with some degree of autonomy.
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Glossary

privacy A concept that broadly encompasses freedom of thought, control over
one’s body, solitude in one’s home, control over personal information,
freedom from surveillance, protection of one’s reputation, and protection
from searches and interrogations.

privacy-enhancing technologies A disruptive set of technologies and approaches
which, when combined with changes in wider policy and business frame-
works, could enable the sharing and use of data in a privacy-preserving
manner. They also have the potential to reshape the data economy and to
change the trust relationships between citizens, governments and companies.

responsibilisation The responsibilisation of personal data refers to the process
where individuals have the burden of protecting their own personal data as
opposed to it being data controllers’ responsibility.

social networking site An online platform which people use to build social
relationships and networks with other people who share similar personal
or career content, interests, activities, backgrounds, or real-life connections.
Examples of social networking sites include Facebook, Twitter, LinkedIn,
Reddit, and Tumblr.

surveillance The monitoring of behaviour, activities, or information for the
purpose of information gathering, influencing, managing, or directing.
Surveillance can be done in person, digitally, manually, or automatically.

Twitter One of world’s largest social networking sites known for its short form
posts (tweets) that was founded in the US in 2006.

xxix





1CHAPTER ONE

INTRODUCTION

Rapid technological innovation in the past decade has changed how we, as
individuals, interact with companies using our personal data. Personal data refers
to data that is collected, stored, analysed, and processed about us as individuals.
As technology becomes more advanced, the widespread use of computers, smart
phones, and Internet of Things (IoT) devices has magnified the use of technology
in our everyday lives, collecting more and more data about us and pushing us
towards a “data-driven society” [182]. These large datasets, or big data, have led
to surveillance networks [13], surveillance capitalism [273], and the globalisation
of surveillance industries [12] becoming the norm. In a dataveillance environment,
our data and metadata are constantly being collected, even during our sleep [38].
With the greater collection, sharing, and analysis of data, it is important to consider
how our personal data could be protected both as individuals and as a collective.

Personal data is increasingly, knowingly or unknowingly, being gathered about
us in an attempt to learn more about our behaviours, patterns, and consumer
preferences in the digital environment. In the private sphere, the omnipresence
of IoT devices track all individuals’ movements within the spaces they occupy.
Data is sent back and forth between homes and servers, creating new streams of
information about the owners’ daily lives that could be used for further profiling
and targeting [117]. Our shopping basket [115], search results [181], music
playlists [150], and travel patterns [2] all detail the intricacies of our decision-
making, where such data is gathered and used to serve us adverts based on our
habits [195]. In the public sphere, the companies that gather citizens’ data to
process and analyse are increasing every day. For example, Street View, a service
offered by Google Maps is a “virtual representation of our surroundings on Google
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1. INTRODUCTION

Maps, consisting of millions of panoramic images” that have either been gathered
by Google or offered by contributors [94]. While the service allows anyone
from anywhere in the world to see the street view of public places, vulnerable
groups such as abortion protesters, sunbathers, nose-pickers, and men leaving
strip clubs, can be captured and exposed online without their knowledge or
consent [142]. In public healthcare, governments are also increasingly digitising
our health data with the aim of improving healthcare delivery [67] and for
healthcare research [128]. The Facebook and Cambridge Analytica case also
demonstrates how a vast amount of people’s personal data can be improperly
shared [208], where profile data is analysed for generating data analytics that
has the potential to influence democracy [31]. With these forms of personal data
being increasingly collected and stored in our data-driven society, data breaches
and privacy scandals have also come to light with greater frequency [29]. As
a result, data protection and privacy have come to the forefront, where more
people are more cautious about what information they put online in an attempt
for individuals to take back control over their personal data.

To address some of these concerns, new laws such as the European General
Data Protection Regulation (GDPR) [73] and California Consumer Privacy Act
(CCPA) [32] have been implemented in an attempt to rebalance power between
citizens and the increasingly sizeable and international companies that are
collecting, and potentially exploiting, their data. New projects have also attempted
to give users the ability to manage their own data through technological tools and
platforms, such as Jumbo Privacy [132] and Solid [149]. Despite these approaches
covering both the establishment of regulation to limit potential harms (ex ante) and
techniques to limit the damage after the harms have occurred (ex post), both
fall upon the individual to fight against the corporations, technology giants,
and governments who collect, process, and analyse their personal data. While
the implementation of these laws and projects is a step in the right direction, it
results in the responsibilisation of data protection from data controllers to data
subjects [144], where individuals have the burden of protecting their own personal
data as opposed to data controllers themselves. Further, the focus on individual
protections and safeguards disregards the power imbalance that lies between users
as data subjects and the large corporations as data controllers [65]. Individual data
subjects have to exercise their rights against data controllers who are protected
by institutional adoption of data protection law and any protest against the
data controller’s actions requires filling complaints towards the relevant Data
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Protection Officer (DPO). Given that individuals and and groups of individuals are
impacted by data-related harms, they both should have the option to individually
or collectively engage in and collaborate on data protection solutions.

More recently, to address some of these stakeholder tensions and identify the
differences in power between them, data stewardship (the process by which
individuals or teams within data-holding organisations are empowered to actively
initiate, facilitate, and coordinate data towards the public interest) and data
governance (a system governing the norms, principles and rules surrounding
various types of data) frameworks such as data trusts (applying trust law to data),
data cooperatives (managing data through cooperative incorporation), and data
collaboratives (applying collaborative frameworks to sharing data) have attempted
to provide data subjects with more agency over to what extent their personal data
is used [5]. While these frameworks are useful for defining or adapting new
legal structures in which data subjects can have additional safeguards over their
personal data beyond data protection regulations alone, these solutions may
take a long time to implement given that they may not be appropriate to adopt
within existing organisations and institutions [217]. Their broad applications and
widespread theoretical adoption have also resulted in varied definitions and so
require further disambiguation from each other to implement [224]. Although
there are current initiatives that aim to standardise and produce practical guidance
on how these data stewardship mechanisms could be implemented [48], these
mechanisms are not all focused on data protection. They may be focused on
data sharing and increasing the value of data through privacy-preserving means
without consideration of supporting data subject recourse in cases of data breach
or the manifestation of data protection harms [48]. Crucially, these processes
may not include data subjects in the iterative process of adopting, building, and
deploying the framework to co-create data protection solutions [232], and still
result in the responsibilisation of the data protection process.

To address these data-related governance challenges, the commons, a framework
that centers around individual and group collective action, trust, and cooper-
ation [174], has been considered to limit the spillovers created by the reuse of
data, so increasing its value over time [44]. Central to governing the commons is
recognising polycentricity, a complex form of governance with multiple centres
of decision-making, each of which operates with some degree of autonomy [178].
The commons can therefore act as a consensus conference [8] to encourage
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dialogue among data subjects, experts, policy-makers, and ordinary citizens,
creating new knowledge together for the common good. While the adoption of
commons principles can help limit the responsibilisation of the data protection
process through encouraging stakeholder engagement to co-create data protection
solutions, traditionally, such data commons focus on data distribution and sharing
rather than data protection [81]. Additionally, data commons with a focus on
data protection have only been theoretically applied and categorised through the
creation of a set of design principles for data stewardship in a commons [6]. As a
result, it is unclear how a data protection-focused data commons can be created in
practice and whether it is appropriate for mitigating the responsibilisation of the
data protection process through the co-creation of collaborative data protection
solutions.

In this thesis, we address the following research questions:

RQ1: Is a data protection-focused data commons appropriate as a socio-technical
framework for data stewardship?

RQ2: Can a data protection-focused data commons support the co-creation of data
protection solutions for the benefit of data subjects?

1.1 Thesis statement

We make the following thesis statement:

A data commons created with the aim of protecting personal data can
encourage data subjects to co-create and collaborate on data protection
solutions, increasing awareness of different stakeholder interests as
enabled by data protection law.

In support of this, we make three contributions. We demonstrate that:

1. Existing data commons can be established with a data protection focus,
creating a data protection-focused data commons, to overcome current data
protection challenges by involving stakeholders with different backgrounds
and perspectives.

2. Mapping commons principles to a data protection-focused data commons can
not only support data subjects through existing protections offered by data
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1.2. Outline

protection laws and technologies, but also support them in exercising their
data protection rights.

3. A data protection-focused data commons encourages more awareness regard-
ing data protection and the use of data subjects’ own personal data, allowing
them to make choices that are more in line with their own preferences.

1.2 Outline

This thesis is structured as follows:

Chapters 2 and 3 outline the research context, and the state of the art.

• Chapter 2 introduces the digital privacy landscape we currently inhabit,
data protection laws we will incorporate as part of the commons, and
the data protection challenges associated with existing privacy regulations,
technologies, and policies.

• Chapter 3 examines the recent literature that attempts to resolve some of
the challenges we identified in Chapter 2, noting the open problems we will
address, and introducing the commons.

Chapters 4, 5, and 6 describe our three contributions to support our thesis.

• In Chapter 4, we interview commons experts to identify the data protection
challenges for creating a commons, how to overcome them, the feasibility of
creating a data protection-focused data commons, and how to improve the
commons more generally. The chapter addresses whether a data protection-
focused data commons can be created based on existing multidisciplinary
experience.

• In Chapter 5, we map out the requirements of a data protection-focused data
commons based on our interview findings and existing commons principles,
explaining how these could be applied to support data subjects in protecting
their personal data. A policy scaffolding is created based on the themes we
identified in the previous chapter to establish the data protection-focused
data commons as a socio-technical means for data stewardship.
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• In Chapter 6, we conduct a study to demonstrate how a data protection-
focused data commons can support data subjects to improve their under-
standing of how their data is used and could be protected through the user
study of giving consent to tutorial recordings in context of online learning.
In this chapter, we assess whether the data protection-focused commons
enables the co-creation of data protection solutions for the benefit of the data
subject.

Finally, we conclude with a summary of the contributions we have made, and
outline directions for future research.

In summary, this thesis shows that a data protection-focused data commons as a
socio-technical framework can support the collaboration and co-creation of data
protection solutions for the benefit of the data subject.
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2CHAPTER TWO

BACKGROUND

In this chapter, we outline how the legal and technological data protection
landscape has changed in context of our data-driven society that we examine
in this thesis. We also discuss the challenges that have arisen as a result of these
developments. In particular, we explore how existing solutions have led to the
responsibilisation of personal data, whereby data subjects (those about whom
personal data is collected) have the burden of protecting their own personal data,
through case studies.

2.1 Data in our data-driven society

With recent cases such as Clearview AI [116] and Cambridge Analytica [31],
personal data is being shared, and occasionally leaked, across different industries
to make decisions for and about individuals and groups, sometimes without
our knowledge. As part of this data-driven society, different stakeholders have
different roles and responsibilities when it comes to our data. Individuals and
groups provide or have their data extracted. This is often done by companies
and private entities but may also be done by governments and public organi-
sations. Beyond collecting this data, governments in particular have the public
responsibility for protecting personal data balanced with public interests such as
public safety, public health, and urban planning. Despite data protection’s rise
to prominence as a result of the increasing number of data breaches and privacy
scandals, this concept is not new. The significance of privacy and data protection
has only been heightened by technology and by the regulations that govern the
innovations, where extensive data collection, management, and sharing practices
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may exacerbate power imbalances and tensions between those who build such
technologies and its users.

2.2 Data protection and privacy

Beyond the protection of one’s own data, privacy is important as it has value
for both the individual and for society, protecting us from abuses by those in
power, even if we were doing nothing wrong at the time of surveillance [206].
The protection of privacy can be ensured through the law, particularly from data
protection law. This is especially true with regards to personal data. Privacy can
be broadly described as to encompass “freedom of thought, control over one’s
body, solitude in one’s home, control over personal information, freedom from
surveillance, protection of one’s reputation, and protection from searches and
interrogations” [213]. While something that is private to one person may not be
considered private to another, there is still a common understanding of privacy
as protection against someone or something. The development of privacy as a
concept has changed over time, representing how our values as individuals have
changed with society. Our perception of privacy has adapted according to our
new online environment. Edwards describes these transformations of privacy as
being driven by technological advancement, namely the evolution from Warren
and Brandeis’ [258] right to be let alone (Privacy 1.0) to controlling what personal
information is allowed in the public sphere as discussed by Westin [262] (Privacy
2.0) to the current stage of Privacy 3.0, controlling how this personal information
is used if it is in the public sphere [65], also modernising Roessler’s dimensions of
privacy [199]. In the European Union (EU) context, the right to privacy historically
dates back to World War II, where the German Constitutional Court in West
Germany in 1970 approved what was considered the first modern data protection
regulations for public sector data [259]. This section explores how privacy and
data protection has become protected in regulation alongside technologies that aim
to support the protection of personal data. We then contextualise privacy within
our existing data-driven society and explain some of the identified problems that
have emerged.

2.2.1 Data protection regulation

Given the historical importance of privacy in the European tradition, laws and
regulations have been implemented to protect personal data. Replacing the
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Data Protection Directive (DPD) [71], the GDPR [73] came into force on the 25th
May 2018. The DPD was introduced in 1995, and with the rise in international
processing of big datasets and increased surveillance both by states and private
companies, a new regulation was required to modernise and harmonise data
protection across EU Member States, irrespective of a data subject’s nationality
or residence (GDPR Recital 14) [73]. The GDPR, like the DPD, enshrines data
protection as a fundamental right under the Charter of Fundamental Rights and
Freedoms Article 8 [72]. Although many GDPR rights already existed under the
DPD, the new Regulation introduces significant changes as a new data protection
framework automatically applied to EU Member States. As with the DPD 1995,
the GDPR provides data subjects with rights to exercise against data controllers
(those who collect and determine what this data is used for) but does not explicitly
provide instructions on how to do so. These data subject rights include the right
of access by the data subject (Article 15 RoA, the right to obtain confirmation and
access to several categories of information from data controllers about whether
the processing of their personal data occurred), the right to be forgotten (Article
17 RtbF, the right to obtain from the controller the erasure of personal data), the
right to data portability (Article 20 RtDP and the only new right under the GDPR),
and the right not to be subject to a decision based solely on automated processing
(Article 22). Data controllers may have DPOs who deal with GDPR requests.

The GDPR, like the DPD, provides several rights with regards to personal data
for data subjects as “identified or identifiable natural” (Article 4(1)) persons
to exercise against data controllers as those who determine “the purposes and
means of the processing of personal data” (Article 4(7)). Unlike the DPD, data
controllers’ responses to data subject rights requests shall be provided free of
charge (Article 12(5)) unless manifestly unfounded or excessive (Article 12(2)).
Additional information about the data subjects may be asked to enable their
identification if there is reasonable doubt about their identity (Article 12(6)). When
further information and proof of identity is received, data controllers cannot refuse
to act upon the data subject’s request (Article 12(2)). Once confirmed, the data
controller has up to one month, or up to three months if the complexity and
number of requests are significant, and without undue delay to comply (Article
12(3)). While the GDPR was implemented in recognition of rapid technological
developments, the Regulation aims to be technologically neutral and not depend
on the techniques for the protection of natural persons (Recital 15). Instead, the
GDPR has introduced qualified duties to principles such as Data Protection by
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Design (DPbD) [251] and avenues to certification for regulation innovation in data
protection markets [98]. Further guidance is offered by each Member State’s Data
Protection Authority (DPA).

In addition to the GDPR, other regulations such as the United States (US)
CCPA [32] attempts to rebalance power between data subjects and data controllers.
Information rights such as the right to access to recorded information held by
public sector organisations through the Freedom of Information Act [245] and
intellectual property rights offered under the Directive on Copyright in the
Digital Single Market [74] can further support data protection for data subjects
in offering greater transparency and alternative remedies to issues relating to
personal data. Outside of the US and the United Kingdom (UK), other jurisdictions
also protect privacy and the right to privacy in different ways. Koops et al.
analysed the constitutional protection of privacy in nine primary countries: the
US, UK, Canada, the Netherlands, Germany, Italy, Czech Republic, Poland, and
Slovenia [134]. The authors also touch upon other jurisdictions such as Argentina,
Brazil, Chile, Russia, South Africa, and Uruguay. While countries such as Slovenia,
the Netherlands, and Poland directly reference privacy and right to private
life, countries such as Germany, Italy, and Russia protect privacy through a
combination of constitutional rights, personality rights, and the protection of
the home and mediated communications. Argentina and Uruguay protect private
actions as opposed to private life. Estonia, Japan, and South Africa provide privacy
protections in relation to property of persons.

Although the UK has transposed the GDPR to its own data protection law
under the Data Protection Act [244] as governed by its own authority, the
Information Commissioner’s Office (ICO), this thesis focuses on the GDPR due
to its extraterritorial applicability across Europe and around the world. As of the
date of writing, there are only minor differences between the GDPR and the Data
Protection Act, such as safeguards for journalists. There were also proposals by
the UK Government to scrap certain GDPR protections after the UK’s withdrawal
from the EU (Brexit) on 31 January 2020 “to make the country’s data regime even
more ambitious, pro-growth, and innovation-friendly” [59].

It is useful to note that while data protection and privacy are used interchangeably
in this thesis, data protection focuses more narrowly on the protection of personal
data, where privacy addresses theories surrounding our rights to private life.
Notably, the word “privacy” is not used at all in the GDPR. This thesis also does
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not refer to data ownership as part of data protection or privacy. Narrowing
down the scope of the GDPR, we will focus on applying data subject rights, with
references to wider data protection principles such as DPbD, throughout this
thesis.

Overall, the GDPR has been viewed as a modernisation of the previous data
protection regulation applied to our data-driven society. The new Regulation aims
to prevent and circumvent the abuse of personal data across politics, industry, and
government, with overarching legislation on how systems that require personal
data should be developed, assessed, and governed both prior to its deployment
and continued use.

2.2.2 Data protection and technology

In recent years, the law has attempted to modernise its regulation of data and data
protection to keep up with the rapid technological developments that gather data.
Although technology has facilitated the widespread collection of personal data, a
growing body of technologies have focused on providing more transparency and
options for individuals to see how their personal data is or is not used.

Technology-driven tools have been developed to help data subjects and data
controllers exercise and comply with the GDPR. Some tools include, DataS-
treams.io [51] (a consent manager for data controllers and a data stream manager
for data processors), the Data Transfer Project [231] (an open-source, service-
to-service platform that facilitates direct portability of user data between cloud
services by converting proprietary application programming interfaces (APIs) to
and from a small set of standardised data formats, founded by Facebook, Google,
Microsoft, and Twitter), Fair&Smart [76] (an application that helps French data
subjects claim GDPR rights, regain control of their privacy, and decide who to trust
with their personal data, while supporting GDPR compliance and management
services for data controllers), My Data Done Right [23] (a project that helps Dutch
data subjects exercise the RoA and RtDP), DoNotPay [62] (a legal services chatbot
that sought claims from Equifax for its security breach [17] as one of its services),
and Jumbo Privacy [132] (an application that allows data subjects to backup and
remove their data from platforms, and access that data locally). New technologies
have also attempted to give users the ability to control their own data more
broadly. Some tools include Databox [45] (a personal data management platform
that collates, curates, and mediates access to an individual’s personal data by
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verified and audited third-party applications and services) and Solid [149] (a
decentralised peer-to-peer network of personal online data stores that allows users
to have access control and agency over the storage location of their own data).
These tools can be useful as they reveal and create new forms of granular control
for data subjects over their own personal data while supporting centralised forms
of data management for data controllers through the tool’s dedicated platform.

Some technological tools aim to help data controllers and data processors, such
as OpenGDPR [173] (an open-source common framework that has a machine-
readable specification, allowing data controllers and data processors to com-
municate and manage data subject requests in a uniform, scalable, and secure
manner) and Port.im [187] (an application that provides data controllers with
the possibility of connecting applications together, creating GDPR compliant
agreements, communicating how personal data is stored to data subjects, and
taking control of the data stored). De Hert et al. also consider the possibilities
for building interoperable infrastructures enabling data subjects to bridge the
gap between specific services [52]. These tools enable data controllers to more
easily standardise their data protection practices, including automating their data
protection-related interactions with data subjects.

When created following GDPR requirements, these tools can guide what rights
data subjects have without them having to have read the law. As the tools
are developed by third parties, data subjects do not need to self-manage the
process. For data controllers, tools do not absolve them of their responsibility to
inform data subjects about their rights but can lower the resources dedicated to
replying to requests. There may also be greater certainty and consistency with the
standardisation of responses. However, despite the existence of these regulatory
technology tools, many organisations continue to take a manual and informal
approach to GDPR compliance [202].

In this section, we introduced the data protection laws and technologies that aim to
protect data subjects’ personal data. The next section considers the data protection
challenges that may be insufficiently addressed by these legal and technological
instruments.
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2.3 Data protection challenges

While the GDPR is a step forward for the protection of personal data, it is
insufficient on its own because, by nature with its traditional and legislative
approach, it takes a long time to come into fruition. The language of the law and
legalese can be convoluted and difficult to understand. This may also be true
of data protection technologies, where only those familiar and are comfortable
testing new digital tools will be able to benefit from them. In this section, we
outline some of the interdisciplinary challenges of protecting personal data in
context of the current data protection landscape.

2.3.1 Regulatory challenges

As outlined in Chapter 2.2, the protection of personal data in our digital envi-
ronment has been facilitated through legal and technical means. However, these
solutions are imperfect, particularly due to the lack of power data subjects have
compared to the increasingly sizeable and international data controllers that collect,
analyse, and share their personal data.

Before considering these stakeholder tensions, one of the challenges to protecting
personal data is the technological neutrality of the GDPR. To preserve the longevity
of the GDPR and limit circumvention, the Regulation was created with the
intention of being technologically neutral (Recital 15). However, this may hinder
the protection of digital personal data given the technical requirements needed
to ensure protection [114]. More specifically, the GDPR is insufficient because
it is ex post in its protection of personal data, only predominantly providing
redress to data subjects after such data has been put forward. For example,
in considering the RtDP for data subjects exercising their rights, it is unclear
whether there is too much onus on them to right any wrongs when there is discord
between different GDPR rights. Referring to the then-draft GDPR, Swire and Lagos
argue that data portability may reduce consumer welfare as it places excessive
burden on small and medium enterprises by disregarding market power and
efficiencies [226]. Security challenges may arise as the complexity of controlling
and processing personal data increases with more portable data [260]. Further,
Graef et al. argue that if justifications for data portability are poorly-defined,
portability may be considered a goal in itself for data controllers, with little impact
on personal data protection [97]. Additionally, data subject rights and DPbD
may conflict when exercised and deployed [251]. This is because as a GDPR
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requirement, DPbD may be restrictive in practice, emphasising privacy-as-control
over privacy-as-confidentiality when no data protection frameworks guide DPbD
employment. The privacy-protective RtbF may also override the RtDP as a result
of “multiple linking”, where two or more data subjects can be easily linked by
same datasets [138]. For data controllers, the GDPR rights offered to data subjects
may be considered overly onerous to respond to. For example, the lack of clarity on
authenticating the data subject’s identify could result in potential data breaches or
denial of access [25]. The content of the rights themselves may include information
dating back to before the legislation, retroactively requiring data controllers to
respond. The exercise of rights by data subjects may also amount to the abuse of
the GDPR. Data subjects may request for their data against the data controller due
to disagreements with actions unrelated to the regulation, such as the Activision
Blizzard’s player ban [246], who must respond even though the data subjects do
not actually want access to their data.

Crucially, the existence of data protection laws does not mean that people are
able to exercise their enshrined rights. Although individuals are more aware
of their data subject rights now compared to pre-GDPR, these are not well
understood [165]. Only 15% of EU citizens indicate that they feel completely in
control of their personal data [46]. Evaluating location-based services, Herrmann
et al. found that individuals do not necessarily know all the inferences that are
made using their data and thus do not know how it is used [111]. Importantly,
individuals are unaware of and unable to correct false inferences, making the
collection, transfer, and processing of their location data entirely opaque. With
privacy policies written in legalese and privacy-protecting options hidden beneath
dark patterns (user interface features that are designed to intentionally manipulate,
steer, or nudge users into actions that may not be in their best interest) [99],
data subjects cannot easily find out how their data is reused, aggregated, and
anonymised to make decisions about them [248]. As a result, data protection
solutions should not be wholly reliant on legal infrastructures and mechanisms,
where legality alone may not provide data subjects with the confidence that their
personal data is adequately protected.

2.3.2 Stakeholder tensions

Even if enforcement were stronger, another reason for the difficulties in studying
the relationship between data protection, technology, and the law is because of the
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large numbers of stakeholders involved. Tensions arise between the data subject,
the technologist developing new technologies, the enforcers, and policy-makers,
where different stakeholders have different motivations and interests. Table 2.1
represents a taxonomy of stakeholders that may be involved within data privacy
and protection cases as defined following the GDPR, including a description of
their roles. The table demonstrates how different data protection stakeholders
regard their relationship to personal data and how their different motivations can
bring forward tensions that impact how personal data and other stakeholders are
treated.
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Data Protection
Stakeholders

Description Motivation

Data Subjects Data subjects (individuals or groups) as defined
under the GDPR.

Seek the right balance between sharing data for
generating personal and common value with their
own personal privacy preferences.

Data Controllers Data controllers as defined under the GDPR. Maximising the use of data subjects’ data for gener-
ating economic value while adhering to regulations
and data subject preferences.

Data Processors Data processors as defined under the GDPR. Process data according to the needs of data con-
trollers.

Large, Technology-
driven Companies

Big technology companies such as Google, Apple,
Facebook, and Amazon that have larger capacities
for dealing with data, often as both data controller
and processor.

As data controllers, maximising the use of data
subject data for generating economic value while
adhering to and lobbying for regulations that suit
company aims.

Data Protection Au-
thorities (Enforce-
ment)

DPAs as defined under the GDPR. Enforce the GDPR while balancing the tensions
between different stakeholders within the local and
global political environment.

Data Protection Au-
thorities (Norms)

DPAs as defined under the GDPR. Pushing for further guidance and development
within and beyond the data protection landscape.

Law and Relevant
Supervisory Bodies

Groups that specifically pertain to the law or have
a role in supervising organisations that fall within
their remit.

Provide independent guidance and insight into how
the law is to be navigated.

Standards Bodies Groups such as the European Data Protection Board
that have the power to set standards of practice but
do not have full legal force.

Balance political appetite with business and regu-
latory changes to put pressure on data protection
authorities and lawmakers to enforce the law in
certain ways.

Civil Society Organisations such as Open Rights Group, Privacy
International , Art19, Electronic Frontier Foundation,
and RightsInfo that focus on furthering social causes
outside of government and businesses.

Challenge the existing norms surrounding the law
in pursuit of organisational agendas, often going
against big technologies companies.

Policy Makers People tasked with developing and writing policy
that could be in government, part of enforcers or
authorities, or be independent.

Balance the needs of voters, national agendas, and
international economic outlook.

Table 2.1: Data protection stakeholders and their general motivations in this area. The variety of stakeholders and their contrasting
motivations illustrate potential tensions related to the governance of data.
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The broad range of stakeholders illustrates the complexity balancing data protec-
tion priorities and motivations to minimise tensions. Many stakeholders play dual
roles in terms of the power relations and tensions between them. For example,
data controllers can act in both positive and negative ways, developing tensions
with data subjects by nature of their relationship with the personal data between
them. While enforcement-focused DPAs may have the data subjects’ interests
at heart, data subjects may end up giving away more of their personal data to
them during investigations for purposes such as identity verification, resulting
in fewer privacy and data protection measures. As a result, additional forms
of data management and stewardship, a concept that embodies the responsible
planning and management of common resources [7], may be considered to balance
stakeholder tensions to ensure that these institutionalised challenges from different
data protection roles are collectively acknowledged and solved.

2.3.3 Enforcement

Enforcement of the GDPR has also proven to be difficult. Laws focusing on
placing data protection responsibilities on data controllers and empowering
enforcement bodies assume that data controllers understand how to implement
those responsibilities and that enforcement is successful. DPOs’ and DPAs’
enforcement practices are inconsistent and unclear due to lack of guidance [165].
Data controllers responding to GDPR Article 20 RtDP requests provided a large
variation of file formats that were not all GDPR compliant and confused the right
with other data subject rights [268]. Kamarinou et al. found inconsistencies in
details and lack of transparency about third-party storage and the processing of
personal data of cloud service providers’ in their terms and privacy policies [133].
There have also been enforcement issues related to GDPR’s One-Stop Shop
mechanism (Recital 127), which allows data controllers that engage with EU cross-
border processing to only have to deal with a single lead supervisory authority
for most of their processing activities [127]. The UK was previously also part of
this arrangement until Brexit [124]. The lead supervisory authority is represented
by the DPA where the company’s main establishment is registered (Article 56(1)).
For many large, multinational companies such as Facebook and Google, this is
often the Irish Data Protection Commission given Ireland’s low corporate tax
rates [123]. Due to this political tension between wanting these companies to
remain in Ireland and the enforcement of data protection regulations, the Irish
Data Protection Commission has been lenient in their decisions. For example,
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Facebook was fined US$36 million on one occasion, a fine that would take the
company just over two and a half hours to earn in revenue [140]. Concerns
over Ireland’s application of the GDPR have been recognised by the European
Commission’s president and EU ombudsman following the Irish Council for
Civil Liberties’ complaint over the country’s lack of enforcement over big tech
investigations [228]. Further enforcement challenges are compounded when
funding for DPAs may also be limited, especially in comparison to the large
corporate data controllers. This is true particularly for the case of Ireland, where
the Irish Data Protection Commission was given only 27% of its requested increase
by the Irish Government, totalling €21.1 million, despite increased responsibilities
post-GDPR [227]. Two years after the implementation of the GDPR, the European
Commission praised the Regulation for providing national DPAs with the right
tools to enforce the rules [70]. However, they did admit that there is still a “very
serious to-do list” and that the EU still requires more efficient, harmonised, and
vigorous enforcement of the GDPR.

2.3.4 Responsibilisation of data protection

While the tools highlighted in Chapter 2.2.2 are useful if they offer controls that
limit the processing of personal data according to data subject preferences, it
crucially results in the responsibilisation of data protection from data controllers
to data subjects [144], where individuals have the burden of protecting their
own personal data as opposed to data controllers themselves. In the case of
data infrastructures, these tools may not be able to solve challenges related
to the management of data, and it is unclear how they would meet GDPR
requirements [24]. Existing tools also frame privacy as control by placing
individual onus on data protection, without supporting other GDPR principles
such as DPbD or data minimisation. Tools may assume that data subjects already
have a sufficient level of understanding of their data subject rights by focusing on
more fine-tuning privacy settings and features. They also require data subjects to
trust the companies and the technological services they provide [61]. While there
is awareness from data subjects of how their data protection rights could protect
their personal data, there are frustrations on the perceived regulatory burden
related to the regulation of day-to-day behaviour of individual citizens as a result
of how the GDPR is operated by legislators, data protection authorities, and data
controllers in practice [223].
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From the data subject’s perspective, there may also be downsides to using these
tools for exercising their GDPR rights. As none of these tools are certified by
GDPR governing bodies (Article 42), there is no guarantee that using them will
help data subjects exercise their rights or ensure that data controllers are compliant.
Some tools charge fees to data subjects and data controllers for what should be
a free right. For example, although not directly mentioned by the company,
FreeYourMusic (an application that ports music playlists from one platform to
another) effectively acts upon your RtDP right to port your data from one data
controller to another by charging a fee [85]. Although tools may simplify the
process, there are many tools on the market, conversely overcomplicating the
process for both data subjects and data controllers. Tools may confuse data subjects
with no single way of exercising GDPR rights. While third-party tools exist,
additional privacy and security issues could emerge from using these services
through the transmission and processing of additional personal data. The data
contained in data subject access request responses may be inappropriate for
sharing with third parties. The private companies such as advertising technologies
(AdTech) companies operating the tools may monetise personal data passed onto
them when used as an intermediary for exercising GDPR rights. As a result, even
though some tools were created to support data subjects with exercising their
rights, data subjects still have to do their due diligence to check whether those
tools comply with the GDPR and how their personal data is being processed by
these third parties.

Additionally, despite data breaches and privacy scandals affecting large groups
of individuals, there are no tools that focus on supporting data subjects in
groups ex ante when it comes to finding collective data protection solutions.
Even when there are ex post group and collective solutions, such as class action
cases or unionisation, significant power imbalance between individuals and
large, multinational companies remain. Given that for data controllers, personal
data is aggregated and used to generate economic value [212], data subjects
should have the ability to co-create data protection solutions with other data
subjects that moves the focus away from individuals and towards groups, “from
processes of consumption to those of citizenship and accountability” [229]. Data
protection solutions could consider supporting collaborative data protection,
where information gathered from individuals could be shared amongst each
other to limit the responsibilisation of the data protection process.
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In this section, we considered the data protection challenges manifested from legal
and technological applications of data protection requirements. These include
stakeholder tensions, enforcement difficulties, and wider regulatory challenges.
Even with legal and technological instruments that aim to simplify the data
protection process for data subjects, they may still be burdened by having to protect
their own personal data given the focus on individual rights and protections with
respect to data protection. In the next section, we examine case studies that
exemplify the responsibilisation of the data protection process, and why engaging
with collaborative solutions may decrease the individual burden of data subjects.

2.4 Case studies

To demonstrate the impact of the responsibilisation of the data protection process
and other data protection-related challenges, this section explores three case
studies: Cambridge Analytica, the use of data in England’s National Health
Service (NHS), and education data and online learning.

2.4.1 Case study 1: Cambridge Analytica

The Facebook and Cambridge Analytica case illustrates how little individual data
subjects can do to protect their personal data, particularly where there are limited
viable alternatives to a service. In March 2018, The Observer revealed that 50
million Facebook profiles were harvested for the data analytics firm Cambridge
Analytica and were used to build models with the aim of influencing elections [31].
The data came from authorised access through the “thisisyourdigitallife” quiz ap-
plication developed by Aleksandr Kogan from the University of Cambridge [139].
Kogan was granted permission to access Facebook users’ accounts and their
friends’ information, passing this information on to Cambridge Analytica without
user consent. Although only 270,000 people downloaded the app, Facebook
believe that up to 87 million profiles may have been improperly shared [208].
Responding to the scandal, Facebook CEO Mark Zuckerberg wrote to the over 2
billion users in a Facebook post that the company has “a responsibility to protect
your data, and if we can’t then we don’t deserve to serve you” [274]. Cambridge
Analytica and its parent company Strategic Communications Laboratories were
suspended after the news went public [101]. Since the story broke, Facebook
removed developer access to personal data if apps were left unused for three
months [208], made its privacy tools easier to find [66], and shut down Partner
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Categories for third-party advertising [162]. Although only 10 people downloaded
the app in New Zealand, the head of communications for Facebook Australia and
New Zealand estimated that a total of 63,724 people were impacted [201]. This
case demonstrates how our ability to protect our personal data relies on privacy
dependencies, the many ways that our privacy depends on the decisions and
disclosures of other people [14]. Ultimately, the company was fined the maximum
£500,000 possible under pre-GDPR regulations for the data breach [110]. Whilst
Zuckerberg has admitted to and apologised for some of these mistakes, even if
in earnest, self-regulation, as seen from Facebook’s previous privacy blunders, is
insufficient. As its business model depends upon sharing personal data for free
with developers in exchange for value derived through greater platform power,
the company has no incentive to change its existing privacy policy. Cambridge
Analytica is significant because of the combination of the re-purposing of data
without consent, the inclusion of third parties, and the implications on wider
democratic society.

As the Cambridge Analytica case study shows, individuals as data subjects are
powerless compared to companies as data controllers that are able to create
vast data networks and monetise that data as part of their business model.
Importantly, even if these companies breach data protection regulations, the
resulting fine is so small even at the maximum 4% of annual turnover rate of
the previous year as required under the GDPR (Article 83). The economic gain
from gathering significant amounts of personal data outweigh the cost of the fine,
with no incentive for these companies to protect personal data. As a consequence,
irrespective of whether data subjects can exercise their rights or use tools to
support their data protection preferences, the power imbalance between them and
the data controller is not surmountable as an individual.

2.4.2 Case study 2: National Health Service

Beyond the private sector, data subjects may also have little input and have
difficulty challenging data controllers’ personal data practices as individuals in
the public sector. Public services have also been datified in ways that are not
always clear to the public. Using the health sector as an example, launched in 2013,
NHS England revealed its plans for the care.data programme. The programme
aims to extract individuals’ medical records from General Practitioner (GP) doctor
practices, linking information from various NHS providers to obtain “a more
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complete picture of how safe local services are, and how well they treat and
care for patients across community, GP and hospital settings” [67]. However,
the project was temporarily suspended for six months in February 2014 after
concerns were raised when NHS England was unable to explain the benefits
of care.data [93]. Importantly, it was unclear how care.data would handle and
protect sensitive personal data. It was also unclear how this aggregated data
could directly benefit local communities. A public campaign aimed to educate
the public and provide them with the option to opt-out was deemed inadequate
in its delivery and impact by the British Medical Association (BMA) and the
Royal College of General Practitioners (RCGP) [92]. With a brief start in June
2015, the programme was again suspended after the Secretary of State for Health
at the time requested the National Data Guardian (NDG) for Health and Care,
Fiona Caldicott, to review data security, consent, and opt-outs for the NHS and
social care which was published in July 2016 [104]. The Care Quality Commission
(CQC) also issued a “Safe data, safe care” report on whether personal health
and care information was being used safely and appropriately protected in the
NHS [39]. Immediately after their publication, the care.data programme was
withdrawn permanently as the report suggested stronger consent and opt-out
measures than NHS England initially envisaged [27]. However, more recently,
in May 2021, NHS Digital proposed the launch of the General Practice Data
for Planning and Research (GPDPR) scheme, where England’s GP health data,
with identities partially removed, would be made available to researchers and
companies for healthcare research and planning [128]. The deadline was initially
delayed to September 2021 but the GPDPR is now currently on hold with no date
for implementation, following doctors’ and privacy campaigners’ push-back, with
over 1.3 million individuals opting out by June 2021. Despite initial push back on
the care.data scheme, the redeployment of a similar programme in the form of the
GPDPR indicates the lack of power individuals have when it comes to limiting the
collection, use, and re-purposing of their own personal data.

As the care.data and GPDPR case study demonstrates, it was group and collective
action that resulted in the suspension of those programmes. Even though everyone
can be considered data subjects given that the NHS is the public health system in
England and the UK, without formal collective action from influential groups, it
would have been difficult for individuals to not only understand the implications
of aggregating personal health data but also whether and how they could opt-out
of the programmes. Notably, it was only with input from the BMA, RCGP, NDG,
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and CQC that the care.data programme was suspended due to the organisations’
concerns regarding personal data, where public interest was also of concern
beyond data protection alone. As similar organisations and governing bodies are
not required to present their views when it comes to assessing data protection
practices, data subjects may miss out on important information from external
and independent experts that can help inform their decisions about the potential
data-related harms individuals could face. As a result, collective pooling of
information and data as well as having access to experts in the field could benefit
all stakeholders in understanding what data protection concerns may exist.

2.4.3 Case study 3: Education data and online learning

The final case study we explore to demonstrate the responsibilisation of personal
data is education data and online learning in higher education. The integration of
technology into education, or education technologies (EdTech), has long existed.
From e-mails to using laptops in the classroom, technology has allowed for
more flexible and inclusive ways of learning while introducing new methods for
collaboration and information sharing [95]. However, technological developments
have also increased the responsibilities that institutions have over student data,
expanding and blurring the lines of what education data entails. Education
data has been described by Borgman as “grey data”, where the lines of research,
teaching, learning, services, and administration data blur in the context of
universities [26]. This raises questions around privacy and data governance,
where academic data collection has become more complex due to the open access
requirements of institutions, as well as the accumulation of such grey data in daily
academic life. The governance of online learning data is further complicated as
private and corporate stakeholders use this data for third-party purposes, such as
assessing university rankings, exam proctoring, or graduate surveys.

The digitisation of education has resulted in greater data collection, storage,
and analysis through learning analytics. While learning analytics can help
institutions understand student engagement, improve teaching, and improve
the overall student experience [131], they have similar characteristics to big data
and so have similar data protection concerns, particularly regarding relationships
between universities as data controllers and students as data subjects [41]. In
particular, during the COVID-19 pandemic, the digitisation of education increased
exponentially as institutions moved all their teaching, research, and administration
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services online. While higher education institutions (HEIs) have done their best
to ensure that online learning is conducted in a safe and secure manner, the
digitisation of education has resulted in more data-related harms. From “Zoom-
bombing” (where a person joins a Zoom meeting uninvited and aims to disrupt
the session) [18] to monitoring [221], students have been negatively impacted
by these new technologies, resulting in potential harms that impact their lives
beyond academia. Reflecting on online learning experiences, in a study by the
Center for Democracy & Technology, 56% of primary and secondary students were
found to be concerned about privacy and security of student data and information
collected by their school [34]. 82% thought it would be helpful to know which
privacy controls to set and how to do it, and 79% thought it would be helpful
when choosing an app to be able to tell which ones do a bad job of protecting
personal data [34]. The report also found that the more senior the student, the
more likely they were to have concerns, demonstrating how these considerations
may also be taken in context of higher education.

E-proctoring, or the use of virtual proctoring software to monitor students through
webcams, microphones, and other tracking tools with the aim of preventing cheat-
ing, has also become more commonplace. The use of e-proctoring technologies
could harm agency and trust [77], as the surveillance environment created is
counter-productive to learning [243]. Other concerns include the added stress of
being monitored [82], the software being incompatible with devices [107], and the
time taken to implement [119]. It is also unclear whether proctoring can achieve
its purpose in preventing cheating [15]. In one example, a student exercised their
GDPR Article 15 RoA to see what data the proctoring software was gathering
about them. They found that many incidences flagged as “audio level in the room
was above threshold” and “the test taker looked away from the exam page” were
full of false positives, especially when staff turned up the sensitivity settings [89].
Algorithmic test proctoring may also discriminate based on gender and race [225].
The use of proctoring services was challenged by UK bar professional training
course students, where students were monitored using webcams throughout the
examination without any breaks and moving away from the webcam would result
in automatic termination [200].

The data protection considerations of tools and the usefulness of lecture and
tutorial recordings have also been questioned. Many tools used by HEIs to
deliver online learning (such as Zoom and Microsoft Teams) were not created
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for education. As a result, these third-party companies may be less sensitive
to stakeholders’ motivations, where students are treated as consumers, without
regard to their participation in education [64]. For example, the Microsoft Office
Productivity Score included in Microsoft Teams tracks the time and activity of
its users, producing data on the extent to which individuals are working on its
platform. Initially, this data could be accessed by institutions and linked to specific
usernames. Even if HEIs do not access this data, it could still be collected by
digital platforms and may be shared and sold to third parties. Only after privacy
concerns were raised did Microsoft remove usernames and change how the data
gathered is presented [214]. Particularly where universities are public institutions,
these data processing practices should be made transparent to those who use these
technologies. Additionally, the reuse of recordings may not be clarified to students.
A student at a US university only found out that the professor delivering their
online class had died two years earlier when the student tried to email them during
the pandemic [1]. Taken to the extreme, there may also potentially be political harm
for individuals if the risks of online learning data and recordings are not properly
managed, with institutions choosing not to record tutorials discussing sensitive
political topics [118] or self-censor to minimise their digital footprint [270].

As the digitisation of education demonstrates, there are numerous data protection
risks that come with online learning. Importantly, in response to potential data-
related harms caused by education data, collective and collaborative solutions have
been studied and created. Many organisations have looked at the impact of the
pandemic on digital education. The Office for Students (OfS) engaged stakeholders
to produce guidance establishing the essential components of successful digital
teaching and learning, recommending core practices HEIs can use to improve
online learning for students [167]. The Joint Information Systems Committee
(JISC) has written a report to understand the COVID-19 response and explore the
future of digital learning and teaching [130]. Policy solutions were also devised for
identifying the future role of emerging technologies in education and training [256].
In supporting more inclusive and equitable online learning practices, researchers
and practitioners have shared their experiences of online learning during the
pandemic [265]. The shift to online learning introduces new questions around the
ethics of care related to online and remote work [84]. The Centre for Research
in Digital Education created the Manifesto for Online Learning to illustrate how
surveillance culture can be resisted [16]. Silverman et al. share their lessons on
helping staff transition to authentic assessments without e-proctoring [211].
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More broadly, collaboration with students and limiting the impact of responsibili-
sation can also support agency and trust both in the data protection process as well
as with their institutions. Plunkett et al. found that to ensure that student privacy
frameworks align with students’ digital practices and privacy expectations, adult
stakeholders may consider incorporating robust ways for youth to participate
in discussions about tackling student data privacy challenges [186]. Teachers
have mentioned the importance of students voicing concerns about the use of
novel technologies in education [36]. Addressing how this can be done, JISC
suggests that universities prioritise blended learning approaches where possible,
and that students co-design curricula [79]. Williamson and Hogan recommend
that higher education stakeholders should work collegially to define alternative
imaginaries that can guide post-pandemic recovery of HEIs, moving away from
using academia as an engine for producing measurable learning performance and
associated workforce productivity gains [265]. Prinsloo and Slade further create a
framework to support learner agency [193], recognising that it is impossible for
individuals to comprehend the scope of data that might be collected, analysed,
and used, and its implications when it comes to learning analytics [194]. This
framework includes contextual integrity [164] of privacy and data (where adequate
protection for privacy is considered alongside norms of specific contexts), student
agency and privacy self-management, rethinking consent, and employing nudges.
Co-created solutions to navigate privacy and security during online learning
were also crowd-sourced such as the “Coronavirus Tech Handbook” [161] and
“A Comprehensive Guide To Tech Ethics and Zoom Class” [91]. While these
collaborative efforts may not specifically address data protection concerns, they all
support data management and stewardship approaches to education data. As a
result, in order for education-related personal data to be adequately protected and
to foster an engaging digital education environment, all stakeholders need to be
involved with the co-creation of socio-technical guidelines for online learning, with
a clear understanding of how the collected data can be used to benefit students,
staff, and institutions.

2.4.4 Case studies summary

The Cambridge Analytica, NHS, and online learning case studies explored
in this section demonstrate how the responsibilisation of the data protection
process for data subjects makes it difficult to challenge the data controllers and
institutionalised data protection practices that may not be beneficial for individuals.
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Even if data subjects are able to exercise their rights under the law and set their data
protection preferences using technological tools, they may still have expended
a large amount of personal time and energy individually to understand their
rights or how to use certain platforms. These efforts could be decreased with
the pooling and sharing of information, as demonstrated by the crowd-sourced
efforts to tackle privacy and security challenges for online learning. Beyond
legal protections, community and stakeholder values need to be considered when
determining the appropriate data protection solution due to moral and ethical
aspects of care between data subjects’ and data controllers’ roles outside of data
protection, such as doctor-patient and university-student relations. This analysis
confirms our motivating suspicions that socio-technical requirements as part of
wider data management and stewardship considerations could be implemented
to encourage the co-creation of data protection solutions for common benefit.

2.5 Summary

In this chapter, we have introduced the privacy and data protection issues that we
will consider for the remainder of this thesis, and discussed the interdisciplinary
challenges associated with the responsibilisation of data protection and power
imbalance between data subjects and other stakeholders. We note the following:

• In our data-driven society, people’s personal data is being increasingly
collected, processed, and analysed by companies. This can result in privacy
and data protection challenges for individuals as data subjects.

• To mitigate some of these privacy issues, data protection laws and privacy
tools have been implemented to provide rights to data subjects and protec-
tions for their personal data.

• Despite data protection safeguards, data subjects still face significant power
imbalances against data controllers as data protection solutions often place
responsibility on individuals to protect their own personal data and manage
any data protection risks.

• Our case studies demonstrate how the responsibilisation of the data protec-
tion process can be limited through collaboration and co-creating solutions
between stakeholders, suggesting alternative socio-technical forms of data
management and engagement to support data protection preferences.
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In the next chapter, we consider recent research that aims to tackle the privacy and
data protection issues we identified when it comes to protecting personal data,
and examine proposed data management and data stewardship solutions to the
responsibilisation of the data protection process.
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3CHAPTER THREE

CURRENT STATE OF
THE ART

In this chapter, we explore recent multidisciplinary research that attempts to
resolve the data protection challenges as discussed in Chapter 2 and identify
collaborative solutions. We also survey data stewardship literature to determine
the extent to which work in this domain tackles the issue of the responsibilisation
of the data protection process. We outline how many existing data steward-
ship frameworks focus on “data”, with little direct and ongoing data subject
engagement and participation considered as part of the stewardship process. As a
result, we assess how a commons can be applied to data protection to facilitate
collaborative pooling of resources and co-create data protection solutions centred
around data subjects.

3.1 Resolving data protection challenges

In Chapter 2.3, we outlined the data protection challenges identified in the
literature with reference to data protection laws and technologies. In this
section, we discuss the broader context for these issues and the emergence of
interdisciplinary solutions.

We noted in Chapter 2.3.4 that the responsibilisation of personal data is not directly
addressed through current laws and technologies. The protection of data needs
to go beyond these data protection frameworks and tools, focusing on collective
and collaborative solutions to overcome the burden of individual responsibilities
within the data protection process, as identified more generally in Chapter 2.2.
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Privacy is a multi-faceted concept and encourages technical, legislative, and socio-
political techniques that can be used by data subjects, data controllers, and data
processors. Lessig, in his seminal work Code: And Other Laws of Cyberspace,
Version 2.0, wrote that the regulatory modalities of law, architecture, markets,
and norms are all necessary when considering the governance of cyberspace [136].
Architecture, in the context of our online environment and defined as technological
constraints, represents the code which data science projects are built upon. Lessig
argued that “code is law”. The self-regulatory nature of code is ex ante and differs
from that of laws, markets, and norms because the latter are subject to a discourse
with those subject to their control. However, Reed and Murray argue that Lessig’s
model is a misunderstanding of the ways regulatory modalities interact [198].
Lessig’s model, while accurate in its identification of modalities, does not go
further to represent the complex network of interactions between individual
cyberspace users, code producers, lawmakers, and markets. Additionally, Lessig’s
model also fails to account for conflicts that relate to the wider community
and their reaction towards regulatory modalities they disagree with. Given the
multidisciplinary nature of data protection as outlined in Chapter 2, the protection
of personal data could acknowledge these regulatory modalities and their complex
relationships. Considering the regulatory dimension more specifically, the GDPR
should not be considered as a one-size-fits-all piece of legislation for governing
technology and the data associated with it. Interaction with other regulatory levers
and bodies beyond data protection may support a more holistic understanding of
regulating such harms [109].

More practical applications of data protection laws and principles can also be
supported beyond regulation. For example, applying concepts such as contextual
integrity [164] can help demand that information gathering and dissemination be
appropriate to that context and obey the governing norms of distribution within
it. This also shifts the responsibility for considering data protection issues away
from the data subject and towards critical applications of community and common
practices within use cases, as identified from the case studies in Chapter 2.4. Other
disciplines such as political sciences and Science and Technology Studies (STS)
have also addressed challenges to responsibilisation through the “problem of
many hands” [238] and “cooperative responsibility” [108] respectively. Using
economic and environmental examples, Thompson illustrates how the problem of
many hands requires designated overseers to be held responsible for monitoring
organisational structures and to make the necessary, iterative changes to strengthen
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individual and community responsibility for the future [239]. This is due to
the difficulty of assigning responsibility in organisations where many different
individuals contribute to decisions and policies. Given that it may be difficult to
identify who is responsible for collective harm in particular, both backward- and
forward-looking responsibilities should be identified, where a more specific and
restricted problem is addressed to achieve a desirable collective outcome [249].
The greater moral responsibility may then be attributed to those with greater
power through cooperative responsibility, where the realisation of public values
in platform-based public activities could be the result of dynamic interaction
between platforms, users, and public institutions [108]. This is expressed in
forms such as organisational and design responsibility for platforms, active
participation, empowerment and real responsibility for users, and creating
frameworks for shared responsibility and shared values for governments. As
a result, platforms and users are considered as partners in regulation rather than
as subjects. While it is acknowledged that cooperative responsibility may be
in conflict with additional duties of care for platforms, the necessity for user
empowerment may be considered given the imbalance of power between them
and other stakeholders.

Further, careful considerations of agency and reflexivity through the notion of
voice, a value for social organisation that takes into account agents’ practices of
giving an account of themselves and their conditions of life, can help foreground
notions of accountability in data calculation, ownership, and use [42]. This is
particularly important as transparency, explainability, and accountability within
governance alone do not adequately address power asymmetries and the underly-
ing architectures that support such data gathering [188]. To resolve the challenges
resulting from the responsibilisation of personal data identified in Chapter 2.3.4,
we could look beyond the GDPR’s safeguards. Solutions and frameworks that
address how data is managed and governed within existing data infrastructures
can be identified, supporting the protection of data through greater transparency,
accountability, and collective responsibility.

3.1.1 Human-centred design in technology

As we introduced in Chapter 2.2, as individuals become more aware of privacy
issues, other methods of addressing data-related harms such as policies, human-
centred design, and privacy-enhancing technologies (PETs) have been applied.
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Research and tools have implemented human-centred design to improve the
relationship people have with technology, particularly in relation to limiting the
stakeholder tensions identified in Chapter 2.3.2.

Focusing on data and technological governance, codes of ethics and conduct
have been created and updated to reflect changes in our data-driven society. For
example, the Association for Computer Machinery (ACM, the world’s largest
educational and scientific computing society) Code of Ethics was updated in 2018
to include algorithmic transparency, informed consent, addressing discrimination,
and respecting privacy [96]. Research has also been done to identify and mitigate
the adoption of dark patterns [99]. This includes embedding ethics into the
user experience design process [37], critiquing the implementation of consent
banners [100], and identifying how the GDPR could be enforced can help increase
data controller compliance while protecting data subjects’ personal data [166].

From a technical perspective, PETs have been adopted in response to the need
for digital tools to protect personal data and assess privacy risks. PETs are a
“disruptive set of technologies and approaches which, when combined with
changes in wider policy and business frameworks, could enable the sharing
and use of data in a privacy-preserving manner. They also have the potential to
reshape the data economy and to change the trust relationships between citizens,
governments, and companies” [236]. In realising the potential for PETs, the area of
human-data interaction (HDI) has also been developed to recognise the importance
of allowing data subjects to receive value from their data. HDI is a conceptual
framework for ethical systems design, focused on systems that collect and process
personal data [122]. HDI supports a move away from the use of personal data in
ways that benefit centralising governmental or corporate structures much more
than the people that the data describes. The key principles of HDI include:

• Legibility: Premised on the recognition that interactions with data flows
and data processes are often opaque, legibility is concerned with making
data and analytic algorithms both transparent and comprehensible to users.

• Agency: The means to manage “our” data and access to it, agency enables
us to act effectively in these systems, as and when we see fit. This not only
includes the ability to opt-in or opt-out of data collection and processing but
also the broader ability to engage with data collection, storage and use, and
to understand and modify data and the inferences drawn from it.
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– Lack of agency also leading to lack of transparency, where how to
exercise rights of some sort is also unclear or even further hidden
through e.g. dark transparency problems.

• Negotiability: The means to navigate data’s social aspects, negotiability
supports interaction between other data subjects and their policies. This
enables the ongoing engagement of users so that they can withdraw from
data processing either completely or in part, and can derive value from data
harvesting for themselves.

By integrating human-centred design within the development process, data
protection is considered prior to data being collected, placing data protection
responsibilities on data controllers and limiting the need for enforcement of
remedies by practically applying DPbD principles.

In this section, we outlined the legal and technological context to which data
protection challenges can be resolved. We note that there have been supplementary
guidance and developments that more directly address the responsibilisation
of the personal data process and the potential harms caused by increased data
collection, analysis, and sharing. While these solutions offer ex ante means of
protecting personal data and introduce ethical and interdisciplinary considerations
for data protection, the data subject is still only passively considered and not
fully participating in the development of these practices. Given that data subject
engagement was seen as beneficial for ongoing digital developments such as the
implementation of online learning from Chapter 2.4.3, supporting the co-creation
of data protection solutions with data subjects and other stakeholders may be
considered. Additionally, while there is recognition that it could be beneficial
for data subjects to have access to the value generated from their personal data,
it is unclear how this value will be delivered to them as there is no framework
for developing a common pool of resources to share the knowledge generated
from the data, data subject experiences, and data protection resources. As these
considerations of regarding privacy and data protection beyond individual rights
and responsibilities are relatively novel, there has been little research done on how
practical data protection solutions can be co-created and collaborated on. Later in
this thesis, we will tackle these outstanding issues.

The next section explores specific data governance and data stewardship frame-
works that bring the developments mentioned in this section to life.
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3.2 Addressing the responsibilisation of data

protection

In Chapter 2.3, we noted that many existing legal and technological solutions
responsibilises the data protection process and relies on individuals to exercise
their own data rights. We also highlighted how the responsibilisation of data
protection manifests through case studies in Chapter 2.4. In this section, we
discuss the state of the art in addressing this issue in more detail, and consider the
applicability of these methods to protecting personal data and support co-created
and collaborative data protection solutions.

As discussed earlier in Chapter 2.3.2, different stakeholders within the data
protection process have different interests and relationships with each other and
the data itself. As a result, data governance mechanisms that aim to protect
personal data could take these stakeholder tensions into account. Within data
governance considerations, data stewardship refers to the process by which
“individuals or teams within data-holding organisations . . . are empowered to
proactively initiative, facilitate, and coordinate data” towards the public inter-
est [234], embodying the responsible planning and management of common
resources [7]. Data stewards may facilitate collaboration to unlock the value of
data, protect actors from harms caused by data sharing, and monitor users to
ensure that their data use is appropriate and can generate data insights. New
data stewardship frameworks, such as data trusts, data foundations, and data
cooperatives have been devised to protect data subjects as well as involve them
and other stakeholders in the co-creation of data protection solutions [5] [48].
While these data stewardship frameworks may help mobilise data protection
rights, there are significant organisational, legal, and technical differences between
them. Furthermore, they also face definitional, design, and data rights-based
challenges. The benefits and challenges faced by these frameworks in context of
data subject engagement for protecting personal data are discussed in this section
and summarised in Table 3.1.

A data trust is a legal structure that facilitates the storage and sharing of data
through a repeatable framework of terms and mechanisms so that independent,
fiduciary stewardship of data is provided [106]. Data trusts aim to increase an
individual’s ability to exercise their data protection rights, empower individuals
and groups in the digital environment, actively define terms of data use, and
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Table 3.1: Data trust, data foundation, data cooperative, and data collaborative steward-
ship models summarised by their benefits and limitations in considering data subject
engagement.

Data Stewardship Model Benefits Limitations
Data trust Uses trust law as a ba-

sis for providing indepen-
dent, fiduciary stewardship
of data [106] with “bottom-
up” inclusion of data sub-
jects [56] and helps align trust
and trustworthiness between
them and other stakehold-
ers [168].

There are still specific op-
erational strategy questions
that need to be answered
for the deployment of data
trusts [235]. While there
are examples of “bottom-
up” data stewardship, there
are no current tested exam-
ples [232] of data trusts specif-
ically that demonstrate data
subject engagement.

Data foundation Provides a good governance
model to minimise the risks
of personal data breaches and
other non-compliant data-
related activities by building
data usage, sharing and re-
usage environments that are
trustworthy-by-design [218].

Beneficiaries are not required
within the model and even if
they are included, data sub-
jects have limited rights in
a foundation compared to a
trust [191], with limited op-
portunities for direct engage-
ment.

Data cooperative Reduces the responsibilisa-
tion of the data protection
process for data subjects
through jointly pursuing col-
lective interests [3] and can
use data rights to advocate
for data subjects on their be-
half [179].

Data subjects may not be able
to act independently from the
group given the cooperative’s
group aims. Requiring con-
tract or incorporation to es-
tablish rights and obligations
could also reintroduce collab-
oration, engagement, and mo-
bilisation challenges [3].

Data collaborative Harnesses privately held data
towards the public good with
distinct goals to solve societal
problems through collabora-
tion between organisations
from diverse sectors [253].

Data collaboratives focus on
exchanging data by initially
mitigating risks and harms
to individuals and communi-
ties [254] but it is unclear how
individual data subjects can
directly engage.

support data use in ways that reflect shifting understandings of social value and
changing technological capabilities [4]. Although data trusts refer to trusts in
the legal sense, they also imply a level of trustworthy behaviour between data
subjects and other data trust stakeholders [168]. While data trusts are promising
in their ability to use trust law to protect data rights, it is currently unclear
what powers a trustee tasked with stewarding those rights may have, and the
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advantages the data subjects as the trust’s beneficiaries (the person or persons
who are entitled to the benefit of any trust law arrangement) may gain [4]. Data
trusts could in theory support responses to certain data subject rights requests,
particularly through access requests, but it may be difficult to benefit from other
rights such as portability and erasure to support data subjects through trusts.
In the latter case, there may be tensions regarding trade secrets and intellectual
property [56] [4]. Moreover, the agency that data subjects may exercise within
the data trust mechanism remains an open question. Efforts have encouraged the
creation of “bottom-up” data trusts that aim to empower data subjects to control
their data. While data subject vulnerability and their limited ability to engage with
the day-to-day choices underlying data governance is acknowledged [56], many
data trusts remain top down in nature and overlook the data subject’s perspective.

It is still unclear how existing fiduciary structures in data trusts can fully
realise their fiduciary responsibilities towards data subjects within digital
spaces [151] [49] [232]. Previous pilots have attempted to clarify how data
trusts can be put into practice (although without the application of trust law)
by supporting the initiation and use of data trusts with a data trust life cycle [169].
Recent projects such as the Data Trusts Initiative can help clarify how the bottom-
up data trusts model can operate in practice in realising fiduciary responsibili-
ties [50]. Other frameworks, including data foundations, data cooperatives and
data collaboratives, have also included citizen representation and engagement
as an integral part of their design [126]. There are, however, still many practical
challenges in this respect [235], particularly with questions relating to scaling
and sustaining data sharing [137]. To address some of these challenges, data
foundations have been developed as a good governance model for “responsible
and sustainable non-personal and personal data usage, sharing, and re-usage
by means of independent data stewardship” [216]. Data foundations rely on
foundation law and view data subjects as potential beneficiaries within the
model [218]. However, beneficiaries are not required within the model and even if
they are included, data subjects have limited rights in a foundation compared to a
trust [191].

A data cooperative is a group that perceives itself as having collective interests,
which it would be better to pursue jointly than individually [3]. Cooperatives are
“autonomous associations of persons united voluntarily to meet their common
economic, social, and cultural needs and aspirations through a jointly-owned
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and democratically-controlled enterprise” [125]. Data cooperatives can harness
the value of data in common, where the growing real-time ubiquity of digital
information could help its members plan more justly and efficiently than the price
mechanism in our data-driven economy [160]. For example, the US-based Driver’s
Seat Cooperative is a driver-owned data cooperative that helps gig-economy
workers gain access to work-related smartphone data and get insights from it with
the aim limiting power imbalances between drivers and platform companies in
the gig economy [209].

Data cooperatives can liberate personal data through data subject access requests
and can advocate for data subjects on their behalf [179]. However, cooperatives
often rely on contract or incorporation to establish rights, obligations, and
governance, which could reintroduce some challenges related to collaboration and
mobilisation the framework was intended to limit [3]. There may also be tension
between reconciling individual and collective interests [47]. Navigating conflict in
cooperatives may be carried out through voting or other governance structures,
where data cooperatives may function as fiduciaries as well [121]. Similarly, data
collaboratives [233] can harness privately held data towards the public good
through collaboration between different sectors. Data collaboratives differ from
other frameworks such as data trusts because the former have the distinct goal to
solve societal problems through collaboration between organisations from diverse
sectors [253]. They can support the rethinking of rights and obligations in data
stewardship [252] to mitigate inequalities and data asymmetries [272].

3.2.1 Data stewardship challenges

Despite many efforts to help define and clarify the legal, organisational, and
technical dimensions of data stewardship frameworks, one of the challenges
is that no broadly accepted definition of data stewardship has emerged [217].
Their broad applications and widespread theoretical adoption have resulted
in varied definitions and so require further disambiguation from each other to
implement [224]. Even if these frameworks are clearly defined, data trusts and
data collaboratives rely on separate legal structures to facilitate the protection of
personal data through the creation of a new data institution using legal means [171].
It is acknowledged that each of these frameworks have the legal safeguarding
of data subjects at their core. Nonetheless, the requirement of additional legal
structures could further complicate the data protection process for both the
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organisations willing to adopt these frameworks as well as data subjects’ ability to
engage with them.

Data stewardship frameworks also face several design challenges associated
with the inclusion of data protection principles and data subject engagement.
Although DPbD may be considered [217], the frameworks may still focus more
on how the data generated can be used for specific purposes given their limited
reference to data subjects’ rights and agency over their personal data. While
bottom-up approaches focusing on data subject agency are increasingly being
considered as integral to the creation of existing data stewardship frameworks,
they are not mandatory and may differ in their application. Although data
subjects can be both settlors (a person who settles property on trust law for
the benefit of beneficiaries) and beneficiaries within data trusts and beneficiary
members in data cooperatives, individuals and groups of data subjects may still
be excluded from participation in two circumstances: firstly, where they have not
been consulted in the design of the framework and secondly, where there is a
lack of clarity on what the a bottom-up approach entails [232] with uncertainty
over how genuine and appropriate engagement mechanisms can be deployed [4].
Moreover, it is unclear whether or how existing data stewardship mechanisms
apply participatory and action research-based solutions [22] to ensure that data
subjects’ preferences and perspectives are substantively taken into account as part
of ongoing governance [196].

Finally, data-related rights may not be fully realised within current data stew-
ardship frameworks. Although data stewardship frameworks benefit from not
requiring extra legislative intervention that can take time to produce and is difficult
to change [4], the frameworks also do not always interface with existing public
regulatory bodies and their mechanisms which enforce data-related rights as part
of their solution. It is also unclear how current data stewardship frameworks
would support data subject recourse should there be personal data breaches. Data
cooperatives often do not preserve privacy as a first priority [3]. While data trusts
may introduce trustees and experts that are able to prevent potential data-related
harms [4], it is not compulsory for them to do so. Given that seeking remedies
from data protection harms is not mandatory within existing data stewardship
models, data subjects may be left with limited support on how to exercise data
subject rights under data protection regulations.

In this section, we introduced and summarised the different data stewardship
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frameworks that could support greater protection of data subjects’ personal
data. With the recognition that data protection could be addressed beyond
data protection law by involving other forms of regulation and socio-technical
frameworks, the data stewardship frameworks as outlined in this section focus
on supporting greater protection of data subjects’ personal data. However, direct
and ongoing data subject engagement and participation have not been fully
considered within these data stewardship mechanisms. Crucially, the proposed
data stewardship frameworks do not facilitate the common and collaborative
pooling of resources as was identified to be useful for data protection in Chapter 2.4.
Given the importance of power imbalances, we were surprised that different
stakeholder tensions, outlined in Chapter 2.3.2, are not directly addressed in
these data stewardship frameworks as there is little recognition of stakeholder
roles outside of those outlined within data protection regulation. Additionally,
our concern is that even with the focus on “data” within these stewardship
frameworks, the application of data protection rights and principles as we explored
in Chapter 2.2 may be limited given the lack of focus on data subjects in supporting
the protection of their personal data, the exercise of their rights, and recourse for
data harms.

Noting the importance of involving data subjects in the data protection process
through co-creating and collaborating on data protection solutions through
pooling common resources, we are interested in assessing whether and how
data protection and data have been addressed in a commons. To do so, in the
next section, we outline how considering data protection through the lens of a
commons could tackle these challenges.

3.3 Co-creating collaborative data protection

solutions

In Chapter 2.3.4, we noted that stakeholder tensions complicate the data protection
process, where different stakeholders have different aims and objectives when it
comes to the collection, processing, and sharing of personal data. Current data
stewardship solutions may not directly address this through collective means,
meaning that data subjects may be unable to co-create data protection solutions.
In this section, we examine how the commons addresses these tensions and how
it encourages collaboration and co-operation to solve these issues.
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The commons, as developed by Elinor Ostrom, considers individual and group
collective action, trust, and cooperation [174]. The commons guards a common-
pool resource (CPR), a resource system that is sufficiently large as to make it
costly to exclude potential beneficiaries from obtaining benefits from its use and
may be over-exploited. Respecting the competitive relationships that may exist
when managing a CPR, the commons depends on human activities and CPR
management follows the norms and rules of the community autonomously [174].
The CPR enables “transparency, accountability, citizen participation, and man-
agement effectiveness” where “each stakeholder has an equal interest” [112].
Central to governing the commons is recognising polycentricity, a complex
form of governance with multiple centres of decision-making, each of which
operates with some degree of autonomy [178]. Its success relies on stakeholders
entering contractual and cooperative undertakings or having recourse to central
mechanisms to resolve conflicts [176]. The norms created by the commons are
bottom-up, focusing on the needs and wants of the community and collectively
discussing the best way to address any issues. This is illustrated by Ostrom’s
case studies of Nepalese irrigation systems, Indonesian fisheries, and Japanese
mountains. These commons structures have enabled communities to find stable
and effective ways to define CPR boundaries, define the rules for its use, and
effectively enforce those rules [177].

From these case studies, Ostrom identifies eight design principles that mark a
common’s success with a robust, long-enduring, CPR institution [174]:

1. Clearly defined boundaries: Individuals or households who have rights to
withdraw resource units from the CPR must be clearly defined, as must the
boundaries of the CPR itself;

2. Congruence between appropriation and provision rules and local condi-
tions: Appropriation rules restricting time, place, technology, and/or quantity
of resource units are related to local cognitions and to provision rules requiring
labour, material, and/or money;

3. Collective-choice arrangement: Most individuals affected by the operational
rules can participate in modifying the operational rules;

4. Monitoring: Monitors, who actively audit CPR conditions and appropriate
behaviour, are accountable to the appropriators or are the appropriators;
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5. Graduated sanctions: Appropriators who violate operational rules are likely
to be given assessed graduated sanctions (depending on the seriousness and
context of the offence), from other appropriators, by officials accountable to
these appropriators, or by both;

6. Conflict-resolution mechanisms: Appropriators and their officials have rapid
access to low-cost local arenas to resolve conflicts among appropriators or
between appropriators and officials;

7. Minimal recognition of rights to organise: The rights of appropriators to
devise their own institutions are not challenged by external governmental
authorities; and

8. For larger systems, nested enterprises for common-pool resources: Ap-
propriation, provision, monitoring, enforcement, conflict resolution, and
governance activities are organised in multiple layers of nested enterprises.

As the commons on its own focuses on creating a framework to be adapted to
different cases and environments, we explore how these principles have been
applied to digital- and data-related settings, and how might it be applied to data
protection more specifically. In this section, we examine how the knowledge and
information commons, data commons, and urban commons have considered data
and data protection practices within their respective commons frameworks.

3.3.1 Knowledge and information commons

To address the rise of distributed, digital information, Hess and Ostrom developed
the information or knowledge commons, where knowledge is the CPR [113]. As
new technologies enable the capture of information, the knowledge commons
recognises that information is no longer a free and open public good. Instead, it
now needs to be managed, monitored, and protected for archival sustainability
and accessibility. Crucially, the commons addresses data-related governance
challenges that arise due to spillovers created by the reuse of data, so increasing
its value over time [44]. This is further exemplified when data is linked together,
creating new uses and value for the same data. Without a commons, the newly
generated knowledge may not be available to the original creators of the data in
the first place. As a result, the knowledge commons can support data subjects in
accessing the personal and social value of their data while ensuring its quality and
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storing it securely.

In assessing the feasibility of a knowledge commons, Ostrom’s Institutional
Analysis and Development (IAD) framework can be used to study an institution’s
community, resource dynamics, and stakeholder interests. The IAD supports the
creation of a commons and analyses the dynamic situations where individuals
develop new norms, rules, and physical technologies. The IAD framework is
adaptive as the analysis helps us think about economic structures that promote col-
lective ownership which is economically, ecologically, and socially beneficial [257].
Adopting the IAD framework’s core sections on biophysical characteristics, action
arena, and overall outcomes, the framework acts as a “diagnostic tool” that
investigates any subject where “humans repeatedly interact within rules and
norms that guide their choice of strategies and behaviours” [113]. Institutions
are defined as formal and informal rules that are understood and used by a
community. Central to the IAD framework is the question “How do fallible
humans come together, create communities and organisations, and make decisions
and rules to sustain a resource or achieve a desired outcome?”. Broken down
into three core sections, a knowledge commons can be assessed by its resource
characteristics (the biophysical-technical characteristics, community, and rules-in-
use), action arena (institutional changes and the process of voluntary submitting
artefacts), and overall outcomes. Specifically for a knowledge or information
commons, the IAD framework is useful because it supports investigation into how
resources are actually governed and structures the empirical inquiry to facilitate
comparisons, while avoiding unwarranted assumptions related to particular
theories or models [222]. As part of the IAD framework, Ostrom identified seven
rules by which institutions could be analysed [175]:

1. Position: The number of possible “positions” actors in the action situation can
assume (in terms of formal positions these might be better described as job
roles, while for informal positions these might rather be social roles of some
capacity);

2. Boundary: Characteristics participants must have to be able to access a
particular position;

3. Choice: The action capacity ascribed to a particular position;

4. Aggregation: Any rules relating to how interactions between participants
within the action situation accumulate to final outcomes (voting schemes etc.);
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5. Information: The types and kinds of information and information channels
available to participants in their respective positions;

6. Pay-off: The likely rewards or punishments for participating in the action
situation; and

7. Scope: Any criteria or requirements that exist for the final outcomes from the
action situation.

In advancing the practical application of the IAD framework into new use cases,
the framework has been adapted to create building blocks for developing a
commons. Ostrom adapted her design principles into key questions to create
actionable means for problem solving [175]. Translating the IAD framework’s
core sections of biophysical characteristics, action arena, and overall outcomes,
McGinnis transposes these questions, abstract concepts, and analytical tools to a
detailed study of specific policy problems or concerns [152]. For example, concerns
related to information flows, the enforcement of rules, and expressing outcomes
as dynamic processes help address power and information asymmetries between
different stakeholders. McGinnis encouraged users of the framework to adapt
them in ways that best suit their applications to the factors deemed most important
for understanding the research puzzle or policy concern that serves as the focus of
researchers’ own work. A summary of McGinnis’ steps of analysis are:

1. Decide if your primary concern is explaining a puzzle or policy analysis.

2. Summarise two to three plausible alternative explanations for why this
outcome occurs, or why your preferred outcome has not been realised; express
each explanation as a dynamic process.

3. Identify the focal action situation(s), the one (or a few) arena(s) of interaction
that you consider to be most critical in one or more of these alternative
explanations.

4. Systematically examine categories of the IAD framework to identify and
highlight the most critical.

5. Follow the information flow in each of these focal action situations.

6. Locate adjacent action situations that determine the contextual categories of
the focal action situation. This includes: outcomes of adjacent situations in
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which collective actors are constructed and individual incentives shaped, rules
are written and collective procedures established, norms are internalised and
other community attributes are determined, goods are produced and inputs for
production are extracted from resource systems (that may need replenishment),
and where evaluation, learning, and feedback processes occur.

7. Compare and contrast the ways these linked and nested action situations
are interrelated in the processes emphasised by each of your alternative
explanations.

8. Identify the most critical steps for more detailed analysis, by isolating compo-
nents of adjacent action situations that determine the context currently in place
in the focal action situation(s), and that if changed would result in fundamental
changes in outcomes.

9. Draw upon principles of research design or evaluative research to select cases
for further analysis by whatever methods are best suited to that purpose.

When creating a knowledge commons, Strandburg [222] also mapped the IAD
framework into research questions as a means to support the planning and
governing process of a commons. This includes the interview process for gathering
participants and turning those interviews into practical goals and objectives
for commons governance. The knowledge commons has also been applied
to privacy through the Governing Knowledge Commons framework [204] by
conceptualising privacy as information flow rules-in-use constructed within a
commons governance arrangement and by considering Nissenbaum’s approach
to privacy as contextual integrity [164].

An example of an information or knowledge commons is a university repository
with academic and research data resources [113]. Developing a university
repository requires multiple layers of collective action and coordination as well as
a common language and shared information and expertise. The local community,
academics, and researchers, can contribute to the repository as the more it is used,
the more efficient the use of resources is to the university as a public institution.
Others outside that community can browse, search, read, and download the
repository, further enhancing the quality of the resource by using it. By breaking
down large, complex, collective action problems into action spaces through the
IAD framework and using Ostrom’s design principles for governing a commons,
institutions and organisations can more accurately meet the needs of those in the
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community, including how information, knowledge, and data can be used to serve
the common good.

From a technological perspective, the open source and open software communities
can also be seen as knowledge commons, where software are freely and publicly
available for commercial and non-commercial uses. The software tools are also
openly developed and anyone is able to contribute. Organisations such as The
Open Usage Commons [172] help project maintainers and open source consumers
have peace of mind that projects will be free and fair to use. Platforms such
as Wikipedia and the Wikimedia Commons [263] are public domain, freely
licensed resource repositories that are open and can be used by anyone, anywhere,
for any purpose, and have been demonstrated to conform to Ostrom’s design
principles [83]. Adapting the knowledge commons to participatory sensing,
Macbeth found that sustainable, collective, self-organising management of the
information and knowledge in participatory-sensing applications is both possible
and competitive when Ostrom’s IAD framework is applied [141].

Ostrom’s design principles and the IAD framework can limit the responsibilisation
of the data protection process because they encourage active engagement of
data subjects and consider how data can be protected through the development
process while increasing its value. The analysis steps, questions, and framework
encourages iterative means of creating a commons and supporting the co-creation
process. The IAD framework recognises that the expectations, possibilities,
and scope of information and data can be different as more knowledge is
included within the commons. These principles are also useful in considering
data protection solutions because they recognise that there is no one-size-fits-
all fix, supporting more flexible and adaptable ways of achieving the commons’
goals. Incorporating existing regulations and policies into the commons for data
protection allows data subjects to find specific solutions to their challenges. The
commons can support them by developing a more holistic understanding of the
data protection landscape of the specific domain, collaborating with other data
subjects or stakeholders to co-create individual data protection preferences, and
exercising their data protection rights with the support of the community that has
been harmed.
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3.3.2 Data commons

Ostrom’s commons framework has also been applied to data commons which
guard data as a CPR. Traditionally, such data commons focus on data distribution
and sharing rather than data protection [81]. Research data commons such
as the Australian Research Data Commons (ARDC) [10], the Genomic Data
Commons (GDC) [159], and the European Open Science Cloud (EOSC) [69] all
attempt to further open science and open access initiatives. The ARDC is a
government initiative that merges existing infrastructures to connect digital objects
and increases the accessibility of research data. The National Cancer Institute
also has a GDC that is used to accelerate research and discovery by sharing
biomedical data using cloud-based platforms. With a research-oriented focus, the
GDC does not house or distribute electronic health records or data it considers to
be personally identifiable but still had safeguards against attempts to re-identify
research subjects [129]. Other examples include the Data Biosphere [58] that
uses a modular, community-driven, open, standards-based governance and the
National Library of Medicine that requires the necessity for security, searchability,
standardisation of metadata, and the management of access control [264]. In
Europe, the EOSC is a digital infrastructure set up by the European Commission
for research across the EU, with the aim to simplify the funding channels between
projects. The EOSC was inspired by the F.A.I.R. principles, representing Findable,
Accessible, Interoperable and Reusable data sharing and aims to become a “global
structure, where as a result of the right standardisation, data repositories with
relevant data can be used by scientists and others to benefit mankind” [69]. While
these frameworks recognise that the information and knowledge included are
collectively created, their implementations are hierarchical and top-down as they
were created through structured committees, serving as a data repository platform
that enables research reproducibility [102]. As a result, they may have limited input
from archive participants, repository managers, or public consultation processes
and do not take Ostrom’s principles into account. Additionally, given the goals and
objectives of these commons, by nature, they prioritise data sharing, data curation,
and reuse, over data protection. The EU frameworks acknowledge the GDPR as
the source for regulatory data protection. However, it is currently unclear as to
how this is implemented. While these data commons can be fruitful for furthering
research and opening up data for reuse, they do not take into consideration the
data subjects that created the data in the first place, as much of the data stored in
these commons are not considered personally identifiable information. As a result,
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existing data commons alone are insufficient for protecting personal data as they
are designed without data subjects’ personal data in mind.

A data commons is useful for managing the pooling of common resources
because mechanisms such as licensing for data archives may not be useful for
data protection even if they limit forms of data reuse [103]. For example, in a
commons created for data archives, the data subject can maintain more control
over their data through the research process [189], reducing the risks of personal
data being misused. A data or knowledge commons can also be useful for
considering the intellectual property rights of mass-participation content creation
on social networking sites and in pervasive computing, where the commons
could support the use of collective intelligence and knowledge sharing to address
systemic problems which threaten the sustainability of institutions and physical
infrastructures [184]. A data commons can help distribute the benefits of data as a
resource widely and equitably, without commodifying or privatising it [180]. The
commons has also been considered for governing emerging technologies as the
commons can help mitigate individual and collective risk [219]. Beyond personal
data, raw non-personal data may also be governed by the commons to manage
data without data ownership [80]. This is especially important when curated
data that used to be in the public domain no longer are, with wider ramifications
if the data is socially and politically sensitive, such as Twitter data on the 2014
Hong Kong Umbrella Movement pro-democracy protests [241]. While digital data
archives aim to preserve, reuse, and promote ethically sound, methodologically
well-grounded research, there continues to be insecurity by researchers about data
sharing, where social media data sharing may become hidden and informal [261].
A data commons created with data protection as applied to archives of curated
data could also help clarify who the data controllers are from a wide range of
archive owners, dataset owners, or participants, and identify who is accountable
to and for the publicised data and the resulting reuse outputs. Without a data
commons, questions such as “Who maintains control over curated data?”, “How
can data controllers limit who and how collected data is reused?”, and “How can
data subjects exercise their data protection rights when sensitive and identifiable
personal data that could potentially be de-anonymised is curated?” remain
difficult to answer.
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3.3.3 Urban commons

In addition to a knowledge commons and data commons, urban commons
frameworks have also considered data protection principles. An urban commons
represents shared material, immaterial, or digital goods in an urban setting [78].
Urban commons or data commons frameworks applied to urban environments
have been created in an attempt for governments to take more responsibility over
their citizens’ personal data [68]. An urban commons represents resources in
the city that are managed by its residents in a non-profit oriented and pro-social
way [57]. It is a physical and digital environment that aims to more appropriately
utilise an urban space for public good, formed through a participatory, collabora-
tive process. To tackle surveillance and monitoring challenges in urban settings,
co-design processes could be considered to create ethical monitoring solutions
as well as supporting collective representation to negotiate such surveillance
practices [40].

Urban commons aim to increase the transparency of how city data is used and
provide accountability should users and data subjects want their data withdrawn.
For example, the European projects DECODE [68] and the gE.CO Living Lab [88]
both encourage citizens to be part of a collaborative process in creating communal
urban environments that more accurately represent the community. The DECODE
data commons project “provides tools that put individuals in control of whether
they keep their personal information private or share it for the public good” [68]
with the focus on city data in four different communities. The project not
only created an application to support user control over their data [55] but
also produced documents for public use on community engagement, citizen-
led data governance, and smart contracts to be applied to urban environments.
The outcomes from the project have been applied to local European projects
such as Decidim in Barcelona to create open spaces for democratic participation
for cities and organisation through free, open-source digital infrastructures [54].
Further, the DECODE project continues to shape the EU’s direction when it comes
to policy-making for digital sovereignty [28]. The gE.CO Living Lab created
“a platform for bringing together and supporting formal groups or informal
communities of citizens” who manage co-creation spaces and social centres
created in regenerated urban voids [88]. The Lab’s aim is to foster “sharing and
collaboration between citizens and establish a new partnership between public
institutions and local communities, setting forth new models of governance of
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the urban dimension based on solidarity, inclusion, participation, economic and
environmental sustainability” [88]. In the UK, the Bristol Approach also aimed
to explore the potential of a commons as a tool for social change in an urban
context through citizen sensing [230]. The Bristol Approach was seen as a way
to involve the local government not just in producing data for citizens to use but
also in responding to citizens’ needs as presented by new technologies [190].
While the project was successful in mobilising resources for discussion, self-
representation, and action, there were still community tensions related to who
was able to participate in public engagement. As cities become more digitally
connected and more data is being collected from its citizens, an urban commons
increasingly focuses on data both in determining how information and resources
can be created and shared within a community as well as focusing on citizens’
personal data.

In this section, we have looked at the different data-related commons frameworks
that can support co-created and collaborative approaches to protecting personal
data. We illustrate how different commons have been useful for supporting
different stakeholder considerations of data protection. Using Ostrom’s design
principles and polycentricity as a form of governance, the commons framework
has been adapted for information, data, and urban environments. However,
these commons may not fully engage data subjects in co-creating data protection
solutions to maximise the value of their data or support data subject recourse
through the exercise of data subject rights. In the next section, we examine how
these principles and frameworks can be adapted for data protection to address
data-related harms, as discussed in Chapter 2, by recognising the limitations of
both laws and technologies, encouraging collaborative solutions for protecting
personal data, and allowing data subjects to regain autonomy of their data
protection process.

3.4 A Commons for Data Protection

More recently, organisations focusing on data governance and data stewardship
have explored the use of a commons for data with applications specifically focused
on data protection. The Ada Lovelace Institute has identified a data commons
as a means to tackle data-related issues such as consent and privacy by mapping
Ostrom’s principles to specific GDPR principles and articles [183]. The focus
on creating a commons for data protection draws attention to the sharing and
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dissemination of information and expertise as it relates to data, encouraging a more
open and collaborative environment. By sharing the data protection information
that is available, responsibilisation can be limited, where resources are pooled
for collaborative decision-making instead of individuals having to understand
everything on their own. This can minimise the impact of data-related harms
as a preventative method rather than a reactive one. Interdisciplinary research
directions for establishing commons governance and participation in a privacy
commons have also been identified [155]. In developing the practical basis for
developing new forms of data stewardship through a commons, the Ada Lovelace
Institute has also compiled a list of commons projects, mapping them to Ostrom’s
principles and creating a set of design principles for data stewardship [6]. More
broadly looking at the value of data, the Bennett Institute and Open Data Institute
(ODI) have mapped Ostrom’s principles to examples of how our data is used
in a data-driven economy, highlighting the need to “provide models for sharing
data that increase its use, capture positive externalities and limit negative ones
so we can maximise the value of data to society” as well as include trustworthy
institutions that together govern who can access what data “in accordance with
the social and legal permissions they are given” [21]. As a result, considering data
protection as an essential part of the commons can support the redistribution of
data’s value to help rebalance power between data subjects and data controllers.

Beyond the sharing and protection of personal data, a commons for data pro-
tection can act as a consensus conference [8] to encourage dialogue among data
subjects, experts, and policy-makers, experts and ordinary citizens, creating new
knowledge together for the common good. Van Laerhoven and Barnes consider
how community development efforts can target collective action potential and
self-governance capacity of commoners by combining the commons work of
community development theorists and practitioners [250]. While existing data
stewardship frameworks may take its members vested interests into consideration,
the commons has a number of advantages for data subject engagement. First,
a commons, through its stakeholder considerations and bottom-up norms, can
directly engage data subjects in the creation and iterative improvement of the
framework. Data subjects are then able to actively and continuously reflect on
their individual and community preferences when it comes to managing a CPR.
Commons principles have been considered for enriching and protecting data-
enabled social knowledge through cooperativist production [105]. Second, it can
advance the protection of personal data as part of democratic and participatory
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governance [87]. Privacy and data protection may be addressed directly not only
as legal rights but also as part of the political, social, and cultural landscape [63].
Third, it can offer an alternative form of data stewardship in that it applies
polycentric design principles [63] and because these principles adopt public
engagement methodologies to engage with and empower data subjects. These
methodologies, which have their roots in Human-Computer Interaction and
STS, can increase public engagement not only with science, but also with legal,
policy, and technical innovations [267] [266] [220]. Public engagement beyond
the development of science, law, and policy is also necessary for establishing
trust [271]. The commons for data protection can support direct engagement
between data subjects and to other stakeholders through its infrastructure as well
as the application of conflict-resolution mechanisms based on Ostrom’s design
principles. The focus of these methods on worst-case scenarios, such as data
breaches or privacy violations, is particularly helpful for data subjects [240]. When
addressing the likelihood of these risks occurring, the collective identification
of shared goals and purposes can be enabled. Data subjects can collectively
exercise their data subject rights and co-create data protection solutions that both
benefit them individually and as a group. Data subject agency, engagement,
and empowerment may thus be garnered through the democratic expression of
individual preferences towards improving individual and collective commitment
towards a shared data protection goal. At the same time, a commons for data
protection can help carefully juggle the interdependence between civil society and
legal-political mechanisms [53]. A commons can help limit power asymmetries
between data subjects and data controllers if structured attention to who, how,
and what is excluded from digital data and information commons, to what effects,
and how we can prevent undue and harmful exclusion are considered [192].

From a technical perspective, Diaconescu and Pitt identify the need to build
“pro-social socio-technical systems” to balance transparency and privacy, where
identified pathologies stem “from regulatory choices and associated power
struggles” [60]. A commons-based peer production model has also been developed
to codify values such as community building, objective accomplishment, monetary
value, social value, and reputation measures from web analytics indicators [157].
This could be useful for a commons focused on data protection as a commons’
polycentricity directly engages with the stakeholder tensions outlined in Chap-
ter 2.3.2. Even within open systems, adapting Ostrom’s common-pool resource
management methodology into a formal system of retributive justice in self-
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organising electronic institutions helps to reduce costs, marginalise non-compliant
behaviour, and increase collective utility [185].

While data protection has been considered as part of the commons process
as identified in Chapter 3.3, including data subjects and their communities is
not a requirement when considering how their personal data can be protected.
Creating a data protection-focused data commons could help identify how much
understanding and control data subjects have over their personal data and support
them in choosing their data protection preferences. A commons for data protection
does not require the creation of a new legal framework, but rather, operates
within the current data infrastructures used by data subjects and acknowledges
the limitations of existing laws, technologies, and policies that steward data.
Thus, the focus on data protection as part of the data commons shifts data
protection responsibilities away from the individual alone and to communities,
where knowledge, expertise, and experiences can be pooled together to identify
working solutions. Although personal data is still kept personal and private,
the collaborative nature of sharing, discussion, and advising on data protection
problems opens up potential options for everyone to support informed decision-
making and achieve data protection preferences through a data commons. Given
that data-based systems do not exist distinct from the ethical qualities of the
social milieu in which data-intensive technologies are produced [247], a bottom-up
commons for data protection can not only help reduce the data-related ethical
uncertainty and contingency in these spaces but also support negotiations between
stakeholders within this social space.

In this section, we outlined how the theoretical applications of data protection
to a commons has been more recently explored. While data protection has been
considered in a commons, the creation of a socio-technical data protection-focused
data commons to support data subjects in the co-creation of data protection
solutions has yet to be established. Drawing upon interdisciplinary literature, we
explored how creating a commons specifically for data protection can directly
support data subjects’ rights and limit the responsibilisation of the data protection
process through polycentricity, engagement, and collaboration.
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3.5 Summary

In this chapter, we have surveyed the recent literature proposing solutions for data
protection and responsibilisation challenges, and identified some data stewardship
solutions to resolve these issues. We note the following points:

• There are many proposed legal, technological, socio-economic, and policy
solutions for data protection and responsibilisation challenges. However,
many still depend on individuals to address their own data protection
concerns.

• Collaborative solutions have been considered for resource management and
protection, including for information and data, but so far none consider data
protection as the main objective or data subjects as part of the co-creation
process.

• While data protection has been included in collaborative solutions, existing
commons may not focus on directly protecting data subjects’ personal data
or supporting the exercise of their rights in practice.

• Data commons have been considered for data protection in theory, but a
framework for creating a data commons that focuses on data protection and
centers the data subject has yet to be established.

In the rest of this thesis, we apply and further develop the existing theories and
frameworks surrounding the creation of a data commons for data protection to
create a data protection-focused data commons, which we have discussed in this
chapter.

In the next chapter, we introduce the building blocks for establishing a data
protection-focused data commons by conducting interviews with experts, which
we will evaluate in a number of case studies in subsequent chapters. Informed by
Ostrom’s principles and theories on polycentricity, a commons focused on data
protection enables the co-creation and collaboration on data protection solutions
to support data subjects’ personal data preferences.
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4CHAPTER FOUR

IMPROVING EXISTING
COMMONS FOR DATA

PROTECTION

In Chapter 2.3, we noted the interdisciplinary data protection challenges with
regards to stakeholder tensions, responsibilisation, and power imbalances between
data subjects and the data controllers that collect, analyse, and share their personal
data. Our assessment of the data stewardship landscape in Chapter 3.2 identified
how a data protection-focused data commons could be created to prioritise data
subjects’ personal data preferences within the data protection process through
engagement and co-creation.

In order to assess whether a data-protection focused data commons is appropriate
as a socio-technical framework for data stewardship as posed at the beginning
of this thesis, we need to understand how a commons has been implemented in
practice, and whether the commons could be improved and adapted specifically
for data protection. As demonstrated from our case studies in Chapter 2.4, the
challenges resulting from the increased networks of personal data moving within
our data driven-society are particularly difficult to tackle. This is particularly
due to the speed of technological advancements and reliance on data to power,
inform, and innovate private and public infrastructures within our digital economy.
Addressing our first research question on whether a data protection-focused data
commons is appropriate as a socio-technical framework for data stewardship, we
break down the question into action points that address the socio-technical aspects
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for supporting data subjects’ data protection process by asking: How do we make
sure that data subjects fully understand how their data is used? To what extent
can we mitigate potential data-related harms without detriment to innovation
and technological development? What is the most effective way of involving data
subjects in the data protection process, if at all? How can we generate greater
communal and public value from the personal data that data subjects provide and
allow them to express their personal data protection preferences simultaneously?

Before distilling these challenges into requirements by applying the IAD frame-
work and steps of analysis identified in Chapter 3.3.1, we first need to understand
how data protection has been considered within existing commons and whether a
data commons for data protection could be adapted. To do this, we aim to find out
more about how existing commons were created, what the associated challenges
related to data protection were, and support the implementation on a commons.
To investigate those aims, we conduct interviews with commons experts to
identify the challenges of building a commons and important considerations for a
commons’ success. We established four primary interview questions to explore
whether using data subject rights and data protection principles to support a data
protection-focused data commons for collaborating and engaging data subjects in
co-creating data protection solutions is suitable both in theory and in practice as a
socio-technical means for data stewardship:

1. How, if at all, did interviewees work on identifying and solving data protection
challenges?

2. How can the challenges of implementing a data commons best be overcome,
specifically for data protection?

3. What do interviewees think could be done better in terms of creating a
commons?

4. Is a commons framework useful for ensuring that personal data and privacy
are better protected and preserved?

From the commons experts’ contributions to our questions, we thematically
analyse our findings. Using our results, we develop a practical framework for
including data subjects in the data protection process through a data commons by
adapting the IAD framework for assessing and implementing the data protection-
focused data commons.
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In this chapter, we make the following contributions:

• We conduct interviews with commons experts to identify the socio-technical,
political, and institutional barriers to creating a commons and the challenges
of incorporating wider data protection principles into a commons.

• We summarise our interview findings and identify key themes to enable the
development of a data protection-focused data commons as a socio-technical
framework for data stewardship.

• We adapt these themes to create an IAD framework for data protection to
support the practical deployment of the commons, further identifying the
next steps for establishing a data-protection focused data commons.

4.1 Method

In this chapter, we build upon our exploration of commons theories and analysis
from Chapter 3 to assess how commons frameworks have been put into practice.
As it is not evident that data protection is suitable to be governed within a
commons, our interviews assess the extent to which the data protection challenges
we outlined in Chapter 2.3 have been tackled within existing polycentric commons
governance approaches. These include regulatory and compliance difficulties,
addressing stakeholder tensions, and limiting the responsibilisation of the data
protection process. The interviews conducted as part of the study act as a form of
engagement that helps reveal the data-related power imbalances and suggested
means to resolve them (Chapter 3.1). These solutions are driven by the Human-
Computer Interaction and interdisciplinary engagement methodologies from
Chapter 3.4.

We developed our study in three phases: identifying relevant commons and key
informants, writing the interview questions, and conducting the interviews.

4.1.1 Identifying relevant commons and key informants

In Chapter 3.3, we identified different forms of commons frameworks that address
the stakeholder tensions outlined in Chapter 2.3.4 and how a commons encourages
collaboration and co-creation to solve these issues. For this study, we first identified
which commons and experts to interview. In context of data protection, we
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found that urban commons and data commons applied to urban areas are the
most relevant for establishing a data protection-focused data commons because
they represent a commons model that considers data protection and privacy.
These commons are important for the development of a commons that focuses
on data protection because they explicitly contrast smart city data governance
and stewardship projects that increase the datafication and surveillance of urban
environments. For example, Toronto’s [33] and Portland’s [43] Alphabet Sidewalk
Labs smart city projects were scrapped due to concerns about the consolidation
of data within big technology companies, lack of transparency about how public
funds were to be used, and lack of public input during the development process.
The Toronto Sidewalk Lab project relied on the creation of a Civic Data Trust,
however, the Trust provided the potential to commercialise or licence access to the
data once they had been collected, going against the public interest of that specific
community [190]. As a result, urban commons environments that oppose the
mass gathering of public data and engage with resource management “oriented
towards use within the community, rather than exchange in the market” [215]
most accurately represents how data protection is considered in a data protection-
focused data commons.

The relevant commons identified for answering our research questions were found
through conducting a literature review on recent self-described urban commons
and data commons. The commons selected all used the commons to describe their
work and their aims, with goals that emphasise co-creation and collaborative work
with the community. As this thesis is written within the jurisdiction of the GDPR,
an online search was conducted to identify European commons only.

Once the commons were identified, experts were chosen based on their expertise
and experience in creating and developing an urban or data commons, and
were contacted via e-mail. To ensure that we had a fair assessment of the
commons development process, when contacting experts, we made sure that
they had different levels of expertise, had different roles and responsibilities
within commons development, and represented different communities. The size
and scope of each commons project were also as varied as possible to gain a better
understanding of how similar or different commons challenges may be throughout
development.

Interviews were conducted to contextualise the role of the commons from
different stakeholder perspectives and provided useful information into potential
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challenges in the development process. Interviewees were told that this study
contributes to our wider work on establishing a data protection-focused data
commons to achieve data protection for data subjects in a collaborative way and
allows them to co-create data protection policies with other data subjects and
stakeholders.

Prior to the interview, key informants were given a participant information
document and a consent form for them to sign and return. Once the interview was
complete, a debrief was sent to the participant with more information about their
data rights and our broader research.

4.1.2 Writing the interview questions

Key informant interview methods were used for writing the interview, with a semi-
structured format to encourage discussion around the commons. The questions
aimed to answer the research questions identified at the beginning of this chapter
to explore the feasibility of a data protection-focused data commons. The interview
questions are included in Appendix A.

Regarding the interview questions, the introduction set out the purpose of the
interview, confirmed the interviewee’s participation and consent to recording,
and established a common understanding of a commons as well as outline their
work of interest. Questions about the project aims and identifying problems asked
the interviewee more about their experience on the project, including questions
about their project team, the stakeholders with whom they interacted, and how
they went about identifying potential problems throughout the project. Questions
relating to problem-solving and overcoming challenges focused on both broader
challenges relating to individual projects as well as ones that were about privacy
and data protection specifically. If data protection or privacy were not explicitly
mentioned by the interviewee, we asked whether and how these issues may have
been considered. Overall project perspectives related to successes, limitations, and
what interviewees might have done differently in relation to their commons project.
Broader questions discussed considerations of what an ideal commons may look
like. Before the interview ended, interviewees were provided with an opportunity
to make any additional comments and ask questions. Finally, the summary section
wrapped up the interview by providing more details about how this study fits into
our wider body of research in relation to a data protection-focused data commons
and gave interviewees another opportunity to ask questions.
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In responding to the primary interview questions posed at the beginning of this
chapter, we asked the experts those questions and supplemented them with the
following questions, before engaging in further discussion:

1:

• How did you and the project team identify your project aims and what were
some of the problems or challenges you considered during that process?

• What stakeholders did you interact with to solve some of these challenges?

2:

• How did you go about solving the challenges identified?

• Were there problems or challenges during the project that you didn’t expect
related to data?

3:

• What do you think are/were the successes of your role in the commons?

• How was this success achieved?

• What do you think are/were the limitations of your project as a commons?

• Is there anything you would do differently?

4:

• How do you think data and data protection can be best represented in the
commons and in commoning?

• Can data subjects and participants’ involvement in creating the commons
support better data protection practices?

• What do you think is the ideal commons for data? Do you think it can be
achieved? If so, how?
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4.1.3 Conducting the interviews

Interviews were conducted either over the phone or conferencing software such as
Skype, jit.si, or GoToMeeting based on the interviewees’ preference. All interviews
were conducted between March and November 2020 and lasted up to one hour.
All interviews were recorded with the interviewee’s consent. Once each interview
was completed, audio recordings were placed into the MaxQDA qualitative data
analysis software for immediate transcription and pseudonymisation. Once the
transcription was finished, audio recordings were deleted.

4.2 Analysis and results

Nine experts across six commons were interviewed. The size, number of
participants, and stakeholders varied across the commons, with three interviewees
based in The Netherlands, two in the UK, one in Belgium, one in Germany, one
in Italy, and one in Spain. Their roles and specialisms are listed in Table 4.1. The
Reference Cx denotes the commons they contributed to and Ex denotes the expert.
Role characterises the experts based on their responsibilities within the commons.
Expertise describes their main contribution towards the commons.

Ref Role Expertise
C1E1 Academic Privacy, Computer Science
C2E1 Technical Privacy, Software Engineering
C2E2 Governance Public Planning, Public Policy
C2E3 Policy Commons Theory, Peer-to-Peer
C3E1 Policy Technology, Public Research
C3E2 Academic Privacy, Law, Information Science
C4E1 Policy Third Sector, Community Engagement
C5E1 Policy Community Development Planning, Public Research
C6E1 Research Commons Policy, Community Engagement

Table 4.1: List of interviewees representing their commons project, role within the project,
and their expertise.

Using MaxQDA, codes and tags were used to identify patterns for preliminary
transcript analysis, identified in Figures 4.1 and 4.2. Although the interview
centred around developing a commons and the challenges regarding data pro-
tection, human-centred themes, such as political and financial relationships,
were mentioned the most. Based on these characterisations, main themes were
drawn out and expanded upon from the interviews. For our interview transcript

61



4. IMPROVING EXISTING COMMONS FOR DATA PROTECTION

analysis, we present our results in four sections: identifying data protection
challenges, overcoming data protection challenges, improving the commons, and
building a commons for data protection. We found that political and institutional
barriers when it came to creating a commons were the most difficult to tackle,
underlying how data and data protection are not necessarily seen as something
that could be perceived as a commons. While data protection was discussed
as part of the commons development process, there were limited applications
to wider data protection principles such as those related to informing data
subjects about their rights and the ability to exercise those rights against data
controllers. All experts identified limitations within their own area of expertise,
suggesting that these limitations, whether in law, technology, or policy, need
to be identified within the commons to find more appropriate data protection
solutions. Although the decision to use a commons was to provide certain levels of
control and transparency of how data was collected, used, and processed, financial
restrictions limited the potential impact of the commons framework and the extent
to which a commons could scale. Interviewees further mentioned that working
with stakeholders of different backgrounds helped everyone understand how a
commons could be implemented and be beneficial for reaching data protection
goals. Our interview findings are addressed thematically below by each primary
interview question.

 

Figure 4.1: Code matrix created from interview transcripts with all experts. Manually
coded themes related to identifying problems and challenges were tagged and their
frequencies are visualised based on how often they were discussed by interviewees. The
most prominent challenges are those related to politics and institutions (31), followed by
data protection (17), and financial and capital (15) related issues.

4.2.1 Identifying data protection challenges

From the interviews, the experts identified data and data protection challenges
related to the commons based on their own role-specific experiences. Building
upon this area of work from Chapter 3.3, these challenges include the difficulty
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Figure 4.2: Code relation matrix created from interview transcripts with all experts.
Manually coded themes related to identifying problems and challenges were tagged and
their relationship with other themes are visualised based on how often they overlap,
demonstrating how certain challenges are linked together. The most prominent rela-
tionships are political and institutional - financial and capital as well as political and
institution - data protection. Data protection issues also demonstrate some overlap with
other problems and challenges more generally.

establishing the scope of the commons regarding data and data protection,
assessing how the commons can be beneficial to those who participate, and
determining the value of data included as well as the data protection benefits.

First, in identifying the data protection challenges within commons projects,
interviewees mentioned that the main aims of the commons were often provided
by the project coordinators. The experts themselves only had partial input on the
scope of the commons and how the commons was to be defined. An interviewee
in a technical role said that following their core commons aim: “The most important
challenge there was to make it decentralised” (C1E1). Another interviewee elaborated
that: “Essentially what [the coordinators] wanted was, they realised that this [issue] poses
a threat to [users’] privacy and they wanted us to build a system from the same dataset”
(C2E2). However, it was clear to some experts that data and data protection
challenges would only more clearly emerge once the foundation of the commons
was established alongside other stakeholders due to the nature of commons
building. One interviewee said: “The project was, we have these technologies, we
do not know how these are going to be because we haven’t built it yet” (C2E1). Another
interviewee said: “[One of the challenges is] striking a balance between openness
and protection ... and then just institutionalising that with advanced information and
communications technologies” (C2E3). As a result, the precise scope of the commons
needs to be flexible to accommodate changes during the development process and
incorporate participant input. This includes being open to changes when it comes
to how data is collected and managed within the commons itself.

When discussing the benefits of a commons to data subjects for protecting their
personal data, there is a role of responsibility from experts to communicate the
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options for protecting personal data: “We played a role of coordination, and interaction
with data subjects and data protection officers” (C3E2). Another interviewee said
that participants in a commons should understand that they have a real ability to
have autonomy and sovereignty over their personal data, where the commons can
support their preferences by operationalising this control: “For the data commons
to work, you need to be able to give citizens some kind of control over their data, and
give them, some kind of like, choice of what the data was going to be used for or not used
for” (C1E1). Beyond the challenges laid out by project coordinators, interviewees
also mentioned that there were data protection challenges that go beyond the
practical creation of the commons and included theoretical, philosophical, and
psychological aspects of people’s relationship with privacy. One interviewee
summarised this eloquently: “So essentially three challenges: Money and difficulty in
the social side, distributing the technology, and the philosophical ‘who owns divulged data’
in the community side” (C2E1). Wider socio-economic issues surrounding data and
internet access also need to be addressed when considering and implementing a
commons framework: “The first thing I became aware of is the inequality in our access
to the internet” (C4E1). One interviewee suggested that rather than considering
the commons framework as something put on top of a community, think about a
data commons as intrinsically part of community collaboration: “Digital space is
infinite, we can have an infinitely large number of people in it, but we are still biological
beings, we are still constrained by our biology and our grey matter up here. We can still
only really build closed connections to this relatively small number of people. The question
is not, in my opinion, how can we make commons all over the place, but more how can we
bring together this biological and digital realities to optimise what is happening” (C6E1).
While the commons itself may be valuable in terms of increasing accessibility to
data and knowledge, it could be managed in a way that is accessible and easily
understood for data subjects for the commons to be successful.

In the period which the interviews were conducted, the COVID-19 pandemic
was taking place and so in consideration of the data protection and wider
data-related challenges, analogies related to the pandemic were used. One
interviewee explained how tensions exist when it comes to building a commons
and considering data protection through the public or private sector, challenging
existing norms when it comes to the use of our personal data: “We need to
understand that we are giving all this information to the private sector to run our lives
or to help us run our lives. This used to be delegated to the public sector so let’s think
about it or at least discuss about it, and see which model we really want because when

64



4.2. Analysis and results

something happens, like coronavirus nowadays, no one is looking for answers in the private
sector but looking in the public sector. So I think a lot of reflection needs to be done in
this and a lot of dialogue with the citizens and a lot of speech needs to be there” (C2E2).
In considering political and institutional barriers, one interviewee shared how
a commons framework could be useful for opening up data and resources in a
meaningful way: “You have austerity destroying the public health infrastructure for a
number of years. We have no valves, no ventilators, no masks, no protective equipment,
and you see a mass of peer production groups that seek to solve these issues right? It is
dialectic between the mainstream systems and increasing fault lines and then people self
organising to find solutions beyond those bottlenecks basically” (C3E1).

4.2.2 Overcoming data protection challenges

According to the experts, establishing relationships with data subjects and
developing trust in both the commons framework and those who created the
framework were important for the commons’ success, particularly regarding
personal data and data protection. While many of the commoners were engaged
with their specific projects, transparency and clarity in the process of contributing
to the commons can foster an environment for engagement to achieve a co-created
commons outcome for individuals and groups.

One aspect is creating trust and establishing positive relationships between those
who have an understanding of the data commons and data protection with those
who do not: “The main problem was trying to be careful in understanding each other in
achieving the goals but it was a cultural problem when you interact with different people
from different backgrounds, and that’s a problem you have working with different people”
(C3E2). Another aspect is bringing the community together within the commons.
One interviewee said: “Two things were really striking, the first one is this binary
process where either the user trusts you or doesn’t trust you. But once they trust you,
they give you everything. This is the direct consequence of, you know when you accept the
terms and conditions of the services, that’s the same way” (C2E1). Another interviewee
further explained: “Other than the legal constraints [surrounding data protection and
privacy, we didn’t have any concerns that were raised]. This is one of the things that is
really interesting and I think it is based on the trust. You have this social solidarity and
there is this implicitly trust. If you break that trust, you are done” (C6E1). This suggests
that all stakeholders within the commons should be able to feel that they are being
respected and treated as experts bringing in their own experiences, whether that

65



4. IMPROVING EXISTING COMMONS FOR DATA PROTECTION

may be knowledge, perspective, or personal anecdotes regarding their data.

Regardless of the use case of the commons, it is important to understand
community concerns, applied both to data protection and other issues. For data
protection, this includes recognising the limitations of existing regulations and
legal frameworks, such as the GDPR. One interviewee said: “[Although, legally, you
can ensure the process of deletion is followed,] you cannot tell people to forget something
and they will forget. It was also something we realised with the GDPR law and our
legal experts also discussed that" (C2E1). These legal challenges regarding data
protection also need to be considered throughout the commons development
process, as interviewee C3E2 explained the role of their team was to “deal with
legal issues related to the goals of the project, fostering the making of the digital commons,
including personal data”. To overcome these challenges, input is needed from
the community to assess the benefits and risks to the use of their personal data.
However, Interviewee C5E1 explained that although the community was willing to
engage, they felt unable to do so either because they didn’t know how or because
they had been approached in a manner which did not appeal to them. The type of
involvement related to the sharing of citizens’ data-related worries and the data
protection issues they were currently facing to enable their data protection rights
to be enforced. Another interviewee explained that the commons framework is
useful for unpacking the socio-political challenges that impact the community,
rather than specifically seeking a technological solution: “We have just used the term
[data commons] to introduce [stakeholders] to this kind of thinking to immediately hear
them out and how they feel about the data society, about the smart city discourse et cetera
and see within their context, in mobility projects in certain neighbourhoods, or energy
transition, how they feel they want to deal differently with these technologies and how
with urbanity or neighbourhood initiatives” (C2E3). As a result, when overcoming
data protection challenges within a commons, it is important to acknowledge
the limitations of the law, technologies, and data. The commons could support
different methods for allowing data subjects to choose their own personal data
protection preferences.

4.2.3 Improving the commons

Addressing some of the general data stewardship challenges identified in Chap-
ter 3.2, when discussing the usefulness and effectiveness of the commons, some
interviewees expressed doubts. One said: “I’m not entirely sure that [the project
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coordinators] actually achieved [their goals] in a reasonable sense because at some point
there were too many challenges to resolve and we took some short cuts to reasonably
put something forward for the demo, so there were lots of privacy issues that had to be
solved later” (C1E1), emphasising the importance of timely development. Even in a
commons, other stakeholders may be prioritised over data subjects, particularly
when external financing and funding is involved: “I often see the potential in people
and areas in the project and then I have a hard line of what can and cannot be done and
what the money was allocated for. So within our remit as an organisation moving forward,
it will be a huge conversation with the much higher-ups than me about how do we deliver
on our goals as set out in our original funding in a meaningful way . . . and I hope we have
those conversations with people that are left out the most and working their way down
to people who have access to things easily” (C4E1). As a result, when establishing a
successful commons, the scope of a specific commons is key to ensure that it is
sustainable and balances the trade-offs between transparency and formalisation
with more fluid and iterative ways of working: “One of the other risks that came
about was this transfer from a small project to a bigger project. These like growing pains
are always difficult and the new definition of roles, the formalisation of rules, is really really
interesting and also when it starts to make money. When there starts to be something to
have, something to gain, something that people want then the interpersonal relationships
really change and that can be a real risk in particular with group cohesion” (C6E1). As
part of the development process, if there is no community consideration, policy
can be negatively impacted. From an interviewee, over 60% from a group of 50,000
people surveyed had never been consulted before: “It is very concerning at a policy
level where we are trying to make consulting decisions based on what the community want
or what the stakeholders want or what the users want when the people we are hearing from
are entirely unrepresentative of the local community” (C5E1).

More specifically on developing a commons for data protection further as intro-
duced in Chapter 3.4, to improve the commons for data protection, all interviewees
suggested that collaboration across stakeholders and disciplines could overcome
excluding data subjects and doubts about the effectiveness of the commons. This
directly responds to the responsibilisation of the data protection process from
Chapter 2.3.4. Working with stakeholders of different philosophical, technical,
and social backgrounds helps everyone better understand how a commons could
be implemented and be beneficial for reaching data protection goals: “I think
the literacy gap will be always there. You cannot rely on the public money going to
literacy and to train people in terms of technology or whatever so the delegation of trust
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and transparency are the key” (C2E2). Another expert stressed the importance of
inclusion: “Low income and systemic inequality has left a lot of people not being able to
access the internet like the rest of the world” (C4E1). These considerations are also
important when considering how data protection practices may be applied, on
what mediums, and through what methods, particularly when addressing the
reality on the ground one step at a time: “The question for me is not how do we reach
the end goal, the question is at the end of today, how are we one step closer to getting
to the end goal at some point?” (C6E1). Additionally, talking from the experience
of COVID-19 and working online, some experts also believed that leaning into
technologies and adopting digital tools in online-offline hybrid environments can
make the commons more beneficial for a larger, more diverse group of people.
One interviewee suggested: “So it is one of those things that it is possible I think to
develop social behaviour in digital means and then to develop commons in that way. . . . I
think the reason why I have a different perspective on this is that almost all of my work is
remote so I have super close relationships with people in the UK, working relationships
with people I have met once live, but we meet online once a week and we chat through all
the stuff we are working on. I mean we are all freelancers, this is our way of meeting at the
water cooler” (C5E1). Another interviewee emphasised the importance of building
connections in physical environments as well as digital ones: “How can we flagship
different connections and [not just] the transition to digital, . . . but I am talking about
organisations, and by organisations I sometimes mean people who live on the street and
want to set up planters, maybe communities or neighbours are better” (C4E1). As a
result, improving the commons requires direct community involvement where the
means for co-creation best reflect how they interact with the commons and their
data, both through online and offline means as appropriate.

4.2.4 Building a commons for data protection

When considering the creation of a data protection-focused commons, there needs
to be due consideration of the multidisciplinary nature of data protection and
privacy. The commons could also recognise how the community’s goals and how
collective responsibility should be distributed.

One key point reiterated by many experts was the transition between theory and
practice: “Data commons is an idea that is hard to realise and our work was trying to
make a tangible example of where this works and at least this had been tried and we’ll see
if it works or not” (C2E1). The practicalities, given the strong relationship between
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issues related to data protection and wider socio-political environments, must
not be tackled in a silo or within one discipline only: “People need this commons
perspective because they are thinking about open data and balancing the protection of data
so we should use the value of collecting data and findings but at the same time seeing to
the sovereignty of citizens. It is one thing to understand what does this look like but in
practice, how can we operationalise this?” (C2E3).

According to the experts, action and collective responsibility were also key. An
interviewee stressed the importance of action: “[The commons] is a verb, it is
commoning. It has the mindset of social solidarity and non-profit oriented. It is democratic
and non-hierarchical” (C6E1). Several interviewees mentioned that the purpose of a
data commons needs to be clear as it is a choice. When building a data commons,
more research needs to be done “from legal, technical, social, political, economic areas
of work” and should include “the vision of communities and people about what is at
stake, what is this about, how it works, [and] how [data] has been managed” (C3E2).
Importantly, individuals and communities need to be encouraged and empowered
to co-create: “A lot of people do commoning but they don’t know they are commoning.
They don’t have an identity that permits them to have, to exert directly power" (C3E1).

Finally, it is important to consider what the goals of the community are and address
those directly and collectively: “I think that things will evolve because you know in
free software, things evolved during decades from the beginning until now. . . . I think
something similar is happening with data now. We have the issue of tracking, contagion
tracking apps, you know. This is creating a lot of debate about for example the data, why
should the data be used for benefiting the community that is connected?” (C3E2). Another
interviewee explained: “So it is related to those aspects, what do you give, what do you
contribute to the commons and how will it be used? It is more on that issue that I have
concerns. Who is deciding on how the commons is going to be used?” (C1E1). Ultimately,
as framed by one interviewee, the commons framework is seen as an alternative
way of considering how a resource could be managed through transparently
communicating risk and offering adequate protection within different hierarchical
norms and rules as determined by the community itself: “Whereas if you collectivise
that risk, into an organisation like a union, then that body is about the same size as this
other organisation and it is the same with commons. You are collectivising risk and you are
also collectivising benefits because everything is distributed among the group in an equal
way” (C6E1). In this way, a data protection-focused data commons can support
the community in making the most out of their data and personal data, without
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disregarding the importance of protecting that data in the first place.

4.2.5 Interviews summary

Our interviews indicated that data protection within existing commons frame-
works was predominantly considered only in terms of control and sovereignty
over data subjects’ personal data. Although the decision to use a commons
was to provide certain levels of control and transparency over how data were
collected, used, and processed, there were limited applications to wider data
protection principles such as those relating to informing data subjects about their
rights and the ability to exercise those rights against data controllers, echoing our
illustration of current data stewardship solutions from Chapter 3.2. According
to the experts, establishing strong community relationships to develop trust
in both the commons framework itself and those who created the framework
was important for the commons’ success. While many of the commoners were
fully engaged with their specific projects, transparency and clarity in the process
of contributing to the commons can foster an environment for engagement to
achieve a co-created commons outcome for both individuals and groups. Openly
acknowledging the legal and technological limitations within data protection,
such as those outlined in Chapter 2.3.1, can also result in a more supportive and
collaborative environment for creating data protection solutions. Interviewees
also expressed their doubts over the use of the commons framework for their
specific projects as certain assumptions were made about its ability to be put into
practice. However, all interviewees suggested that collaboration through online
and offline means across disciplines could overcome this challenge. As expressed
in Chapter 3.4, the commons can support data protection and allow data subjects
to extract value from the knowledge generated from their data without sacrificing
privacy where the limitations of legal protections or technological innovation are
communicated. Working with stakeholders of different philosophical, technical,
and social backgrounds helps everyone understand how a commons should be
implemented and could be beneficial for reaching data protection goals.

Based on our interviews, we find that the polycentric governance of the commons
and ability to center discussions around data protection within the commons
demonstrates that a data protection-focused data commons can be appropriate
as a socio-technical framework for data stewardship as long as the purpose of
the commons is clear to data subjects. Crucially, reflecting concerns identified in
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Chapter 2.4, socio-technical requirements as part of wider data management and
stewardship considerations in a commons can be implemented to encourage the
co-creation of data protection solutions for the common good.

4.3 Adapting the IAD Framework for Data

Protection

In considering creating a data protection-focused data commons, the experts
identified important considerations throughout the development process. While
their experiences highlight the importance of including data subjects early on
in creating a commons, there remain open questions about how to implement
and develop a data protection-focused data commons. To ensure that the data
protection-focused data commons is appropriate as a socio-technical framework
for data stewardship, we apply the interview themes and questions considered by
the experts from their interviews identified from Chapter 4.2 to the IAD framework
as discussed in Chapter 2. The application of our interview findings to the IAD
framework allows us to implement the inclusion of data subjects in the commons
development process, addressing the data stewardship challenges identified from
our analysis in Chapter 3.2.1.

In creating a socio-technical commons for data protection, we found that collabo-
ration across stakeholders and disciplines could overcome excluding data subjects
and doubts about the effectiveness of the commons. Building the commons
includes recognising the theoretical, philosophical, and psychological aspects of
people’s relationship with privacy. Those in the commons could then be allowed to
express their views, where these perspectives are drawn out from the “Background”
section in the IAD framework. These perspectives have also been included as
part of the commons’ goal based on its use case. When establishing a commons,
the purpose of the commons needs to be clear, as identified from the “Goals and
Objectives” section, because the use of the commons model is a choice, and that
clarity allows for new iterations of the commons to best suit data subject needs.
The commons could include the vision of communities and people about what
is at stake, what it is about, how it works, and how data have been managed, as
included in “Commons Community Members”. Ultimately, commoning was
identified as a verb, where the community has to actively participate in the
development process and its application, and is necessary for successful co-
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creation and participation. As the commons has been identified as a means of
community collaboration, opportunities for feedback and iteration such as chats,
forums, and public consultation processes need to be included in the commons
process. Importantly, data protection within the commons itself should also be
transparent and reflect the needs of data subjects, as reflected in the “Outcomes”
section. The data protection IAD framework is as follows:

Background

• Identify the background context of the commons.

– What are the relevant potential data- or data protection-related events,
such as data breaches or privacy scandals that may have prompted the
interest of creating a data protection-focused data commons?

– Are there any other background considerations to include such as the
introduction of new data and data protection regulations, the uptake of
certain technologies, or the introduction of sector-specific changes in
data or data protection?

• Identify the existing norms, standards, and guidelines when it comes to data
and data protection considerations in this background context.

– What sector-specific guidance such as code of ethics or code of conduct
documents, information provided by data archivers or data protection
officers, and data sharing documentation are there for this use case?

– Are there any forms of data licensing that may be most common? Are
there open data principles within the commons use case?

– What are the limitations of some of these norms? Are there examples or
areas where the community could have more support?

– Have there been difficulties in balancing openness and protection of
data in this background context in the past?

Data Attributes

• The data and personal data that is part of the commons.

– What is the data and metadata to be protected by the commons?

– Is the data special category personal data as defined by the GDPR?
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– How is the data created and collected?

– What is the data and digital infrastructure (internal or third-party) used
to store this data?

– How private or public is this data? Who is it being shared with and do
users have control over this?

– Who is involved with the process of creating, collecting, and storing
this data?

– Are there specific technologies or tools involved in this process?

– How much control do the creators of the data have in the current
background context?

– What are the risks of sharing personal data given this information
and how could such data sharing generate benefits for data subjects
themselves? Are there opportunities for data subjects to choose whether
they are willing to take that risk?

Commons Community Members

• Who are the community and commons members? What are their roles?

• What is the degree and nature of openness with respect to each type of
community member and the general public?

• Who are the other stakeholders that may be involved with the data and data
protection process of the commons?

• What are the relationships between the different stakeholders? Are there
potential issues of trust between them?

Goals and Objectives

• What are the goals and objectives of the commons and its members, including
obstacles or dilemmas to be overcome?

• What is the history and narrative of the commons?

Managing and Governing the Commons
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• Identify the action arenas and the goals and objectives of the commons.

– What scenarios are the commons aimed at dealing with, such as specific
use cases of personal data, as well as linking them to previously
identified goals of the commons?

– How do the community and commons members relate to other stake-
holders? Is data shared between them used similarly or is the data used
for different purposes?

– Are there existing data protection mechanisms, such as exercising data
subject rights, data protection impact assessments, or introducing DPbD,
that are applied to achieve the goals and objectives of the commons?

– Which data subject rights can the community and commons members
exercise in relation to their personal data?

– Have principles of purpose limitation when collecting and using
personal data been respected?

• Determine the governance mechanisms of the commons.

– Are there membership rules to being part of the commons? Do
participants have to be concerned about a specific means of using data
or have certain questions in mind which they hope the commons can
help solve?

– Do commons participants have to contribute certain forms of knowl-
edge or data to be part of the commons?

– What are the means to resolve conflicts within the commons when it
comes to finding solutions?

– Are there mechanisms for sanctioning rule violators?

– Are there technologies or digital infrastructures that could help with
mechanisms of governance?

• Identifying decision-makers and experts.

– Beyond the community and the commons, are there other decision-
makers and stakeholders that act as experts within the commons? How
are they selected?

• Institutions and technological infrastructures that structure and govern
decision-making.
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– Are there places or platforms where the commons could take place,
physical or digital?

– Are these institutions and infrastructures internal or external? Is a
specific infrastructure being developed for this commons?

• Establishing formal or informal norms that govern the commons.

– Does the commons have guidelines that help establish the code of
conduct or provide a red line on what is unacceptable within the
commons community?

– How can the commons community help create and develop these
guidelines?

– Are there existing examples of norms that can be applied to this use
case?

Outcomes

• Benefits of the commons.

– What are the benefits of participating in the commons when it comes to
protecting personal data?

– What should the community expect when they participate in the
commons?

• Costs and risks of the commons.

– What are the risks of participating in the commons when it comes to
protecting personal data? Are there risks of further data breaches or
privacy problems?

– Are there risks specifically related to introducing technologies into the
commons?

– Are there mechanisms in place to protect against violations of regula-
tions such as the GDPR from within the community?

4.4 Summary

In this chapter, we have reviewed the feasibility of a data protection-focused data
commons and assessed how a commons can be created in practice. Our study has
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indicated that a data protection-focused data commons is appropriate as a socio-
technical framework for data stewardship, where the commons can help support
data subject collaboration and the redistribution of power between themselves
and data controllers. We note the following:

• From our interviews with commons experts, we identified the data protection
challenges for creating a commons, how to overcome them, how to improve
the commons more broadly, and the important requirements for building a
data protection-focused data commons.

• We find that working with stakeholders of different backgrounds and
perspectives can support a commons’ implementation.

• To support the deployment of a data protection-focused data commons,
we propose requirements by adapting the IAD framework based on the
themes identified from our interviews and addressing concerns raised from
Chapter 3.2.1.

Having shown that existing commons methods can be improved and applied
to the creation of a data protection-focused data commons, in the next chapter,
we discuss how a data protection-focused data commons could be practically
implemented in policy measures and set out the requirements for implementing a
data protection-focused data commons.
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5CHAPTER FIVE

ESTABLISHING A DATA
PROTECTION-FOCUSED

DATA COMMONS

In Chapter 2.3, we identified the data protection challenges that have emerged
after the GDPR came into force, while in Chapter 3.2, we illustrated how data
stewardship frameworks that aim to protect data subjects’ personal data may leave
them out of the data protection process and inadequately support the mitigation of
potential data-related harms. In response to these challenges and addressing the
first research question identified in this thesis, our interviews in Chapter 4 found
that the commons can be adapted with a focus on data protection to encourage
data subject engagement and the co-creation of data protection solutions based on
data subject preferences.

In this chapter, we build upon our interview findings from Chapter 4.2 and embed
these into the process of establishing a data protection-focused data commons.
These themes include incorporating multidisciplinary considerations as part
of the commons process, considering socio-technical requirements as part of
wider data management and stewardship, and establishing strong community
relationships to develop trust. By embedding polycentricity into the method
of creating a commons for data protection, we address the multidisciplinary
challenges to responsibilisation identified as through the “problem of many
hands” and “cooperative responsibility”, outlined in Chapter 3.1. This ex ante
process further introduces critical ethical and interdisciplinary considerations
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for data protection that go beyond the IAD’s analytical ex post assessment of the
commons (Chapter 3.3). We reinforce this through directly responding to the
concern that data-related rights may not be fully realised within existing data
stewardship frameworks, as identified in Chapter 3.2.1, by incorporating data
rights considerations into the creation of a data protection-focused data commons.

To establish a data protection-focused data commons and differentiate it from
existing commons as identified in Chapter 3.3, it is important to first define what
a data protection-focused data commons is and how its aims for supporting the
co-creation of data protection solutions for the benefit of data subjects, the second
thesis research question, can be achieved. To do this, we first apply the theory
and principles of the commons with the themes identified from our interviews
to outline how the data protection-focused data commons can encourage data
subjects to co-create and collaborate on data protection solutions. Next, while the
application of data protection into a data commons is possible, to ensure that it can
be implemented in practice, we adapt the data protection IAD framework created
in Chapter 4.3 into a policy scaffolding to ensure that the socio-technical aspects
of data protection are included, as previously identified in Chapter 3.4. The policy
scaffolding will serve as a practical measure that embeds data protection rights and
principles to the commons framework that can be understood without extensive
knowledge of the commons. Finally, we demonstrate how the data protection-
focused data commons can include and support data subjects in protecting their
individual and collective data by applying the commons to use cases.

In this chapter, we make the following contributions:

• We outline how a data protection-focused data commons could be mapped
from commons principles.

• We set out the requirements for implementing a data protection-focused data
commons.

• We establish a policy scaffolding for establishing a data protection-focused
data commons to support the practical application of socio-technical consid-
erations in data protection.

• We suggest scenarios in which a data protection-focused data commons
could be applied to support data subject engagement and the co-creation of
data protection solutions.
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5.1 Defining the data protection-focused data

commons

Using the theory and principles of the commons illustrated in Chapter 3.3, we
suggest that a commons for data protection can be created to allow individual
data subjects as stakeholders to collectively curate, inform, and protect each other
through data sharing and the collective exercise of data protection rights.

Before setting out the use cases in which a data protection-focused data commons
can be applied, we define and clarify why the framework is important in context
of privacy and data protection, which we introduced in Chapter 3.3. In a data
protection-focused data commons, the common property is personal data from
data subjects that is used for a specific purpose as well as any relevant information
related to how data is collected, used, and managed within a use case, where the
commons incorporates existing legal and technological structures as well as data
subject input and preferences. The data protection-focused data commons aims to
help contextualise privacy beyond control and move towards privacy as ability
and as a state, enabling a mechanistic expectation that addressing differences
will make more people comfortable through relationships of respect [210] and
the necessity for collective rights [197] both before and after data is collected. A
commons encourages iterations of individual and group data protection objectives
that can be different, personalised, and change over time [146]. Figure 5.1 shows
how data subjects are the focal point of the commons, while other stakeholders
are bound by the data subject’s desire for the protection of their personal data
according to data subject preferences. Within the framework, the data subject can
also interact with data controllers, data managers, researchers, and civil society for
generating their data protection outcomes. A commons developed using Ostrom’s
design principles, as described in Chapter 3, is useful because of the vast number
of stakeholders that have a diverse set of opinions, problems, and preferences on
how the data subjects’ personal data is managed as identified in Chapter 2.3.2.
Polycentricity is also recognised, where the complexities of different stakeholder
tensions are transparent and considered within the commons itself.
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Figure 5.1: In a data protection-focused data commons (green), the data subject is at the
centre. In this framework, the data subject and their personal data is the main priority of
the commons, and other stakeholders are only considered in context of the data subject’s
data protection. The different stakeholders represent the polycentricity of all the systems
which have influence over data subjects.

5.2 Data protection-focused data commons

requirements and stakeholders

To implement a data commons, various legal and technological components as
noted in Chapter 2.2 need to be created for stakeholders to be engaged. Figure 5.2
shows how a data subject specifies to what extent they would like their data
to be protected based on existing conflicts and challenges pre-identified within
the commons for the use case. In addition to data subject preferences, using
information such as data controller policies, research papers, and input from
civil society, a data subject specification is created and used to inform their data
protection outcome that is generated from the system. For example, the data
subject-centred outcome could ensure that the data subjects’ data is only to
be reused by data controllers and other stakeholders that the data subject has
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expressed in their preferences and not by specific third parties. These stakeholders
would automatically be notified of the data subject’s preferences. This allows
the data subject to set their own limitations of how their data is used as opposed
to it being decided by the platform’s requirements or defaults. As the outcome
is data subject-centred, decisions ensuring the protection of the data subject’s
personal data may override existing preferences, policies, or standards set by
other stakeholders. Data subjects can return to and review their outcome, add
their data subject experiences to the commons, and participate in the co-creation
process at any time. Data controllers can address new risks before collecting data,
minimise the potential for data breaches, and meet stakeholder demands. Other
stakeholders, such as researchers and civil society, can participate in the commons
to make the data sharing process more transparent, support exercising group
rights, and provide information and standards such as FAIRsharing [205]. These
requirements aim to decrease the power imbalance between data subjects and
data controllers. Mapping out the development of a commons into Ostrom’s CPR
design principles, a commons will be clearly defined based on its use case, where
each stakeholders’ role is detailed. All data subjects that would like to find out
more information about the commons use case, contribute, or co-create are free
to participate in the commons. Any bad practices, unethical behaviour, and data
breaches will be identified by the commons system, with the remedies updated
as stakeholders respond. Data subjects and other stakeholders can collaborate
and establish their own norms, such as co-creating data sharing practices which
promote DPbD and facilitate data reuse for data research projects amongst a group
of researchers.

5.3 Data protection-focused data commons

scaffolding

Following the adaptation of the IAD framework for creating a data protection-
focused data commons in Chapter 4.3, we establish a process, described as a policy
scaffolding, for commons policy-makers based on the themes outlined by the
experts. This process is described metaphorically as “scaffolding” as it suggests
providing support for creating a new or iteratively repairing a structure, in this
case, a data protection-focused data commons. Scaffolding is also used to access
places that are difficult to reach, as represented by the challenges of creating a
commons outlined by the findings from our interviews where difficult questions
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Figure 5.2: In a data protection-focused data commons (green), the data subject specifies
to what extent they would like their data to be protected based on existing conflicts
and challenges pre-identified within the data commons for the use case (red). No prior
knowledge of existing law, norms, or policies are required. Along with stakeholder
information (blue), the data subject specification is then used to inform their data
protection outcome that is generated from the system. As the outcome is data subject-
centred, decisions ensuring the protection of the data subject’s personal data may override
existing preferences, policies, or standards set by other stakeholders. Data subjects
can return to and review their outcome, add their data subject experiences to the data
commons, and participate in the co-creation process at any time.

first need to be answered to justify for what and how a data protection-focused
data commons is to be used. The scaffolding metaphor has been used for problem
solving as part of education [269] as well as to understand social interactions and
engagement through inquiry [203]. As a tool, scaffolding has been considered in
open-ended technology based environments [135]. The data protection-focused
data commons policy scaffolding is intended to act as a starting point for creating
a data commons for data protection, where data subject engagement is embedded
as a necessary component of the commons development process.

Building upon the findings from the interviews, we adapt the themes and solutions
identified to the IAD framework from Chapter 3.3.1 and create a policy scaffolding
to outline a process that supports commons policy-makers in developing a data
protection-focused data commons. The adapted IAD framework from the previous
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chapter, aimed at supporting commons practitioners and those developing the
commons, can be simplified and translated to focus on meeting specific policy
agendas through direct data subject engagement and critical assessment of the
data protection concerns of data subjects. For example, the IAD framework focuses
on identifying the data attributes to map out the data infrastructure considered
within the commons. In contrast, the policy scaffolding focuses more on the scope
and impact that the commons intends to have to clarify how the commons’ aim
could fit into wider policy agendas in context of data subjects. This can simplify
the practical application and adoption of the commons for data subjects and other
commons stakeholders without the burden of understanding the theories and
principles behind the commons. The policy scaffolding transforms concepts within
the IAD framework into an actionable, chronological process for planning, creation,
and maintenance of a commons. The scaffolding also integrates key questions
and themes identified by commons experts from Chapter 4, such as how data
protection challenges can be overcome and how data subjects can be encouraged
to participate in the commons process, to put polycentricity into action.

By using a data protection-focused data commons scaffolding, the key aspects of
implementing a commons can be identified and more easily put into practice by
policy-makers and applied to specific use cases for local communities. Establishing
policy documentation and creating a scaffolding for policy-makers encourages
data protection to be more holistically considered for each use case to allow
for co-creation, engagement, and participation for all stakeholders within a
commons. As the process of creating a commons requires having data subject
participation from the beginning, this scaffolding places their considerations
throughout the commons development process by directly asking policy-makers
questions that can only be answered by data subjects and so require that they be
included in the process. Taking the analysis questions developed by McGinnis
(outlined in Chapter 3.3.1) and incorporating them into this scaffolding, this
set of analysis questions is more suitable for creating a policy scaffolding as it
provides a more holistic view of the commons development process beyond the
IAD framework while also including direct data subject engagement. Given
that the IAD framework and policy scaffolding are not legislative proposals,
the framework may be considered a means to initiate and use the commons
within existing legal and socio-technical infrastructures to encourage engagement
and participation. We also address the commons policy implications noted by
Sanfilippo et al. and elaborate on how policy-makers can promote appropriate

83



5. ESTABLISHING A DATA PROTECTION-FOCUSED DATA COMMONS

information flows while protecting personal data [204].

The scaffolding is split into four parts, mirroring the interviews analysis in
Chapter 4.2: identifying the commons use case and the data subjects, scoping
and information gathering for developing the commons, building the commons,
and sustaining the commons. Each part reflects the themes drawn out from our
interviews, particularly on how a commons can be improved for data protection.
The scaffolding also incorporates advice from experts on how to meaningfully
involve data subjects at each stage of development, ensuring that the aim of
the commons supports data subjects in creating data protection solutions. The
scaffolding is as follows:

1. Identifying the commons use case and the data subjects

The first step for policy-makers when creating a data protection-focused data
commons is to identify the use case to which a commons can be applied and the
data subjects that the commons aims to benefit. When examining a data commons
use case, a data protection-focused data commons could serve as a new public
consultation mechanism for policy-makers and help identify data protection best
practices to incorporate into policy. Directly incorporating data commons policies
into consultation work allows data use, sharing, and methods for protection to be
transparent, ensuring that data subject perspectives are considered in the process:

• What is the data protection issue for the data subjects for the use case?

• Is the issue one that relates more to finding a policy solution or does it
require a wider scope in identifying an underlying problem? What could
have caused this issue and was there any event that may have exemplified
it?

• What resources are already available to support data subjects and how
should this information be presented to them within a commons to make it
more accessible?

• Which data subjects would be invited to participate and engage in the public
consultation process?

• How should data subjects be included?

• What value does better data protection for this use case bring to the data
subjects involved and also to the data itself?
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2. Scoping and information gathering for developing the commons

The next step involves considering stakeholders and including data subjects early
on in the process. For data subjects, when creating and using a data commons,
writing new community policies as well as using existing data protection policies,
such as regulations and institutional policies or codes, can support them in co-
creating data protection responsibilities for and alongside other stakeholders.
Guidance could also be provided for data subjects if they wish to co-create policies
within the data commons:

• Who are the other stakeholders with more power over personal data
compared to the data subjects?

• Who are the other stakeholders that can support data subjects and provide
more information for them?

• What relationships do these stakeholders have between each other? Are
there specific stakeholders that are dominating what happens within the
commons use case identified?

• How would information, advice, and participation from different stakehold-
ers, including data subjects, be included during the commons development
process?

• What are the wider data protection and privacy issues (social, technological,
and philosophical) that relate to this use case?

• What solutions, if there are any, have data subjects tried in an attempt to
solve the data protection issue identified?

• Are there similar commons or data stewardship examples that can help
support the creation of this new commons?

• What laws, technologies, or policies have been developed for this use case
that could support better data protection practices? Are these enforced under
the law, codes of conduct, or the community? Are these effective?

3. Building the commons

Once the stakeholders have been identified and a preliminary blueprint has been
drafted, the next step involves creating and building the commons by addressing
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some of the issues previously identified in more depth. This stage involves more
involvement to ensure that the commons development process can be iterative
and best reflect data subject preferences. Some of these questions include:

• As part of the commons process, how will you find out what data subjects’
data-related worries are and support their data protection rights?

• How can the wider data protection and privacy issues identified previously
be addressed either as part of the commons itself or from the commons
development process?

• Within the commons, what mechanisms can help develop trust between
stakeholders, particularly for data subjects?

• What assumptions related to the use case need to be addressed and corrected?
What baseline information should data subjects have to best help them co-
create the most suitable data protection solution?

4. Sustaining the commons

Finally, policy-makers could consider how the commons can operate in the
long-term with other stakeholders as well. For example, it may be useful to
include data controllers so that they can more clearly understand what data
protection requirements are preferred by data subjects. For DPAs, policies
established around creating a data commons for specific use cases help ease
their burden of enforcement through preventative data protection measures, ex
ante, before data is collected as opposed to remedying data breaches, ex post.
Additionally, establishing a data protection-focused data commons framework in
policy encourages policy-makers to reconsider current balances of power between
data subjects, data controllers, and other data protection stakeholders, taking into
consideration the data ecosystem in the long-term for socio-economic benefit by
increasing the value of data:

• How can the commons be sustainable in the long run? What can be done at
the development and implementation stage to ensure that the data protection
issue can be better managed and solved?

• Are there particular platforms or infrastructures that can help host the
commons and ensure that it is as accessible as possible?
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• How can collective responsibility be demonstrated within the commons and
how can its reach be maximised?

• What other stakeholders can be brought in to help support and sustain the
commons?

• How will you know when the data protection goal of the commons is
achieved? How can this be measured?

In addition to the practical application of the data protection-focused data
commons, the scaffolding differentiates a commons centred around data protection
with existing data commons in that legal and socio-technical considerations of
data protection are fully considered from the perspective of data subjects in the
former. While the data protection-focused data commons redistributes the value
of data back to data subjects similar to other data commons, it also supports
iterative development through consultation processes with data subjects to ensure
that any data protection solutions are co-created and collaborative in nature.
The scaffolding also introduces the consideration of measurable outcomes and
objectives that data subjects can identify for themselves as individuals as well
as collective goals that are co-defined by all stakeholders within a commons.
The combined use of the IAD framework illustrated in Chapter 4.3 and the
policy scaffolding in creating a data protection-focused data commons enables
the consideration of practical socio-technical requirements and longevity of the
commons as applicable within wider community and societal aims respectively.

5.4 Use cases

To demonstrate how a data protection-focused data commons could increase data
subject engagement with the data protection process through collaborative and
co-created means as noted in Chapter 3.4, we apply the commons to the use cases
of data archiving and online learning based on both the IAD framework from
Chapter 4.3 and the policy scaffolding outlined in the previous section.

5.4.1 Data archiving commons

We now outline how public data archives can benefit by applying the use case to a
data protection-focused data commons. We assess how a commons could address
stakeholder issues by increasing accountability for data subjects’ personal data
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and general archive data, encourage collaborative data protection solutions, and
allow for data protection to be an iterative process.

Given the digital nature of resistance movements and networked protests such
as the Arab Spring and Occupy Wall Street [242], for activists as data subjects,
participating in a data protection-focused data commons allows them to under-
stand social media platform archival policies, identify an appropriate platform
that best balances their data protection concerns with the need to disseminate
information, and limit the extent to which they wish to share their data for research
or third-party purposes. As outlined in Chapter 3.3.2, socio-political sensitivities
associated with this data can have personal and group ramifications to the data
subject. For example, the data subject’s data or posts may no longer be in the
public domain, but have been curated for research archives inaccessible to the data
subjects themselves, resulting in politically sensitive information remaining visible
or searchable without their knowledge or consent. The data protection-focused
data commons can therefore be useful for supporting activists’ data protection
rights while also enabling the co-creation of data protection solutions for collective
benefit.

For a data archive data commons, we apply the Umbrella Movement, Hong
Kong’s 2014 democracy protests for universal suffrage, to the theoretical commons
framework to demonstrate our use case as existing research has demonstrated the
data protection and data research challenges for this social media archive [241].
This use case is applicable for the commons as the iterative nature of the framework
is able to reflect temporal changes that could impact data subjects and how
they would like to protect their personal data, such as the rapid socio-political
and legal developments in Hong Kong between 2014 and the time of writing
in 2022 [120] [145] [19] [153] [156]. This reflects the commons’ ability to help
tackle issues related to data protection and wider socio-political environments
as identified from our interviews in Chapter 4.2.4. Created before the collection
of data, the commons allows activists and potential research participants as data
subjects to see what and how their data will be shared with data controllers
and researchers, raising and addressing any concerns respectively. Applying
Ostrom’s design principles, the commons for data archiving will have clearly
defined boundaries as to the kinds of data and metadata it will archive and
when such archival will cease. In this example, data subjects would like to
publicise their experiences from the Umbrella Movement on a platform in the
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public domain. To participate, the data subject can identify the most applicable
commons for their purpose by searching for keywords such as social media, data
archive research data, and data reuse. The identified commons would include
information about data controller policies on personal data, research and archiving,
other data subjects’ experiences and outcomes from exercising their data subject
and information rights, recent news and scandals on data controllers, and expert
and researcher findings from their work based on relevant topics and tags. This
allows the data subject to identify what settings there are for preferences such
as limiting the audience, how information can be published in public and in
private, whether data can be deleted, how published information could be used
(by who, how, and the process), what the intellectual property policies are for
the published information, and how other data subjects felt about the platform’s
responses to information rights based on their experiences. This responds to
the question “What resources are already available to support data subjects and
how should this information be presented to them within a commons to make
it more accessible?” as identified in the first step of our data protection-focused
data commons scaffolding in the previous section. Without a data commons, the
data subject would have to search for this information independently, looking for
forums for information.

With a data protection-focused data commons for data archiving, existing stan-
dards and review mechanisms such as research ethics board reviews, funding
body requirements, and institutional policies can be integrated into the commons,
acting as the first level of safeguards for data protection for data subjects in the
future. This reflects the value that better data protection for this use case can
bring to both the data subjects and to the data, as noted in our data protection-
focused data commons scaffolding. Researchers that work in data archiving and
examine data protection practices on archive data reuse can offer privacy principles
for individuals and organisations to adhere to. Although ethics approval for
researchers to gain access to the archive may be granted by institutions, if the
research data reuse by third parties is also granted, the participant as the data
subject may not know what stakeholders have access to their personal data and
for what purpose. In cases where ethics approval is dubious, such as where data
is shared without authorisation or full anonymisation, researchers may take their
work outside of institutions and use data subjects’ personal data in commercial
ways, as was the case of Cambridge Analytica [31]. This can be mitigated with a
commons where future researchers looking to use the data archive can utilise it to
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see what data limitations have been discussed and set by data subjects, proceeding
with reuse if those requirements are met. The inclusion of wider data protection
and privacy issues as they relate to the social, technological, and philosophical
relationships data subjects have with personal data supports the scoping and
information gathering section from our scaffolding in the previous section.

After the data subject uses the commons to identify the most relevant framework
for their purpose, Twitter for example, based on different stakeholder knowledge,
the data commons uses the information and prompts the data subject to select a
few preferences by answering questions based on the conflicts and challenges that
have arisen from them. These questions could include “Do you want your data or
posts to be publicly archived?”, “Is this archive available to researchers?”, “If your
data or posts were deleted at a later date, would you want to notify researchers
of such request, for example to not include your data in future studies?”, and
“Do you want a mechanism to hide all or some of your data and posts?”. Based
on the data subject’s responses to those questions, the data commons chooses
platform settings and data actions for the data subject that best aligns with their
aims. These may override platform policies based on data subject requests. For
example, during the Umbrella Movement, Twitter decided to change its historical
archive policy regarding the removal of deleted tweets and made all public tweets
findable [90]. This information would be automatically reflected in the commons
through technical means, notifying the stakeholders in the system. Although
Twitter automatically removes deleted Tweets from its data archive, if a data
subject would like for that information to be kept in certain pieces of work,
researchers have a right to retain such data until further notice by the data
subject. Requests by data subjects could be specific, such as any Tweets that
include the term “Umbrella Movement” can be kept while ones with “universal
suffrage” or “Hong Kong independence” can be removed. Researchers would be
notified of these preferences. The system can then be updated to match personal
preferences with secondary resources to create a more comprehensive picture
of what preferences data subjects would collectively like with regards to data
archiving, sharing, and reuse.

Collective participation in the commons with other independent stakeholders can
also support data subjects in co-creating data protection solutions. For example,
experts such as Tromble and Stockmann who researched on this topic can advise
data subjects on what they can do in light of new policy changes as well as data
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controllers on how to address any concerns raised. Even without misuse and with
GDPR Article 17 RtbF, certain forms of data archival can make removing personal
data difficult, particularly if such data has already been reused in research. If
Twitter suffered from a data breach and released the personal data of data subjects
tweeting about the Umbrella Movement, in a data commons, the breach can
be addressed by supporting data subjects in exercising the RtbF and sending
notifications to data controllers to request their data be removed. Researchers
who have used the affected datasets and data would also be prompted of the
breach. They would then be required to issue corrections in their work and remove
identifiable data in relation to the data subject from their data archives should
the RtbF be exercised. Not deleting the relevant data could result in terminating
access to the commons and future data. Automatic detection of subsequent attacks
caused by the data breach can also prompt the system to alert and support data
subjects to exercise their data subjects rights if they haven’t already, as well as look
for new alternative platforms that support data protection practices according to
the data subject’s preference.

In deciding the best platform and settings for the data subject’s purpose of
broadcasting the Umbrella Movement, responding to questions identified in the
“Sustaining the commons” section of our data protection-focused data commons
scaffolding, further advice is also provided on how data from the data subject can
be best protected. This includes: setting up an account with a disposable email,
having an anonymous platform username, setting up tools that can automatically
delete the data subject’s posts, links to how to exercise information rights on the
platform, and the successes and failures of other data subjects in this regard. This
information is saved in the data commons and is accessible by the data subject
at any time. Any information that the data subject has gathered can also be
put into the data commons. Collective participation by different stakeholders
further allows research participants to assess these forms of use and curate the
data archive data for themselves, engaging with their own research interests
while participating in the community interest. Using the IAD framework for data
protection as a reflective instrument, the data commons acts as a new means for
data management where the reasons for use, limitations on reuse, and recourse
after data is aggregated and anonymised are all contained within one ecosystem.

By creating a data archiving data protection-focused data commons, established
commons methodologies and organisational structures are built into the data
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protection-focused framework while enabling individuals and groups whose
data forms part of the datasets to determine how their personal data is used.
Given the significant socio-political risks that data subjects may face should
identifiable data be shared without their knowledge, a commons could support
their agency over their personal data. Using the data protection IAD framework
and policy scaffolding, we can specifically identify how the commons as applied
to data archiving can enable collaborative data protection solutions, where the
polycentric system helps increase awareness of different stakeholder perspectives.
This includes data protection law and policy, data subjects and their rights,
data controllers, data managers, archivers, and researchers, developing a more
comprehensive understanding of how personal data can be protected in archival
settings. The commons simplifies the data protection rights procedure by including
information, instructions, and templates on how rights could be collectively
exercised, giving data subjects an opportunity to engage with and shape data
protection practices that govern how their archived personal data is protected,
particularly as the public nature of the data archive may result in additional
potential harms.

5.4.2 Online learning commons

Online learning and tutorial recordings are another example that reveal data-
related power imbalances between data subjects and other stakeholders. Given
the shift towards online teaching and remote learning as a result of the COVID-19
pandemic as identified from our case study in Chapter 2.4.3, for students as data
subjects, participating in a data protection-focused data commons allows them
to understand their school’s or university’s policy and external organisations’
guidance when it comes to collecting, processing, and sharing their personal
data related to online learning. Students can pose questions to experts, raise any
questions about data protection to staff, review their consent decisions on whether
to agree to tutorial recordings, and exercise their data protection rights should
they wish to do so. While staff can also be considered as data subjects, our use case
focuses on students due to the unique stakeholder tensions and numerous forms
of educational, academic, and administrative data students may have in relation
to staff, HEIs, and future employers, making it more difficult for them to object
against the collection of their online learning data. Using the data protection-
focused data commons scaffolding, an online learning data protection-focused
data commons can be created to support the commons process in allowing for

92



5.4. Use cases

collaboration and engagement for creating data protection solutions.

Given that online learning data is collected, managed, and shared by many
different stakeholders within HEIs [170], the data protection-focused data com-
mons can support data governance for online learning by collating all forms of
data-related information provided by the university and independent external
guidance for online learning, and equip students with the information to exercise
their data protection rights if they wish to do so. The commons, without
data protection considerations, has previously been theoretically adapted to the
university environment. Madison illustrates that as universities continue to evolve,
the nature of the university may change from a knowledge to a data-oriented
institution, resulting in the conflation of data as knowledge [143]. As a result, wider
change in institutional governance may also be required. For HEIs to manage
their resources for maximum benefit and minimal social and private harm, they
could consider the knowledge commons as outlined in Chapter 3.3.1. HEIs could
examine data governance beyond intellectual property rights and be open to multi-
stakeholder engagement when creating university policies and meeting third-party
obligations for academic data. Although the risks of data collection, sharing, and
security are not explored, Madison offers insights into how university data could
be managed as a commons via strategies of openness, sharing, and polycentricity,
but with contextually-appropriate elements of intellectual property management
and data exclusivity. This assessment of the types of data collected and data
management process as part of online learning reflects the “Data Attributes”
considered in the data protection IAD framework. As a result, to increase student
agency in protecting their personal data, a commons could be created to support
collaborative means for them to meet their data protection preferences with the
knowledge of their institutions’ data protection practices and data protection rights.
By extending this adaptation of the university environment to a data protection-
focused data commons, an online learning commons can directly provide students
with the related university policies or best practices, give students the ability to
decide whether they consent to certain collection and processing of data, and
support students to exercise their rights to the university’s DPO.

An example use case application for an online learning commons could be a
data protection-focused data commons applied to support whether students
want to opt-in to tutorial recordings and determine how their recordings can
be used or reused, identifying the commons use case and data subjects following
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our scaffolding. Given the prevalence of tutorial recordings and the use of e-
proctoring services identified in Chapter 2.4.3, by applying the data protection
IAD framework and policy scaffolding to an online learning commons, greater
trust and transparency on how student data is used can help support them as
data subjects. Responding to the “Scoping and information gathering” section of
the scaffolding, this allows them to learn about and exercise the data protection
rights that they have as both individuals and groups. Particularly where there
are power imbalances between them, staff, and their university, the commons can
identify the tensions between different stakeholders and address them following
university policies, understanding the privacy preferences available within the
online learning platforms deployed, and provide instructions on how to seek
data protection recourse. To participate in the commons, the data subject
can access information about their HEI’s data protection policies to see how
their data is collected for online learning. Other information could include
external documentation on online learning best practices, such as those identified
in Chapter 2.4.3, different tutorial recording platforms, and the DPO contact,
as assessed under the “Commons Community Members” section of the data
protection IAD framework. This allows the data subject to see what available
options they have when it comes to being recorded and whether any recorded data
could be deleted. To support data subjects who are unsure what to decide for their
data protection preference, answering a quiz with questions such as “Do you plan
to reveal sensitive personal data?”, “Will you re-watch the tutorial recording?”,
and “Are there topics you would avoid discussing if the tutorial is recorded?”
could automatically recommend to the data subject whether they should or should
not consent. The data subject is also able to change the suggestion at any point.
To remove peer pressure from other data subjects when considering whether an
individual should consent, the consent vote could be made anonymous and take
place before the tutorial. This supports our “Building the commons” scaffolding
section, where questions related to understanding data subjects’ data-related
worries and supporting a baseline understanding of data in context are considered.

An online learning data protection-focused data commons also simplifies the data
protection rights procedure by including information, instructions, and templates
on how rights could be collectively exercised within the online learning context.
This gives data subjects an opportunity to engage with and shape data protection
practices that govern how their personal data is protected without detriment to
students’ academic experience. To ensure that this data is best protected, HEIs have
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to follow data protection regulations such as the GDPR [73], and have DPOs, fair
use policies, and ethical codes of conduct. However, the power imbalance between
students as data subjects and their institutions could weaken the data protection
options available to them, particularly where not agreeing to the use of certain
technologies can lead to being locked out of academic opportunities. The commons
can provide data subjects with the option to understand who, what, and how their
personal data is being used and ways in which they can opt-out, responding to
the “Scoping and information gathering for developing the commons” section as
part of our scaffolding. This includes helping them recognise their data protection
rights and support them in exercising those rights without negatively affecting
their ability to participate in online learning, rebalancing power between the
identified stakeholder relationships. This can be done by providing templates
for exercising their rights as addressed to their DPO. To facilitate opportunities
to collaborate on data protection solutions within the commons, data subjects
may also have the option to communicate with each other anonymously and
share their insights and experiences with regards to tutorial recordings and online
learning. For example, if a student is unsure how to blur their video background,
they can ask for direct support from other students if instructions have not been
provided in the commons. Additionally, data subjects could also be directed to the
HEI’s Information Technology (IT) support if they have any concerns related to
recordings or online learning tools. The commons as applied to online learning can
help data subjects feel more at ease about the use of online learning platforms and
tools by supporting ex ante and ex post data protection solutions, providing them
with an interactive, common resource to support their data protection preferences.

The online learning use case is useful for understanding how it can be applied
to a data protection-focused data commons given the multitude of challenges
related to the deployment of technologies and increased data gathering of students
as outlined from Chapter 2.4.3. While tools such as tutorial recordings and
examination monitoring can help make education more accessible and equitable,
they may also hamper students’ learning experiences, particularly where they are
not able to opt-out of such practices. Further, there are questions as to whether
these technologies are effective in their aims and objectives. By adopting online
learning technologies, more student personal data is being collected, stored,
analysed, and shared. As a result, students should not only be aware of the
data protections and rights that they have as data subjects, but also be able to
make their own decisions with regards to what their personal data protection
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preferences should be. An online learning data protection-focused commons
can provide data subjects with the resources to identify how their institution
manages their data and what data protection rights they have, the ability to have
conversations with other students or experts about any questions or concerns, and
to limit the chilling effects of online learning monitoring through data protection.

5.5 Summary

In this chapter, we have introduced the data protection-focused data commons,
informed by existing commons principles and theories on applying the commons
to data protection. In defining a data protection-focused data commons and
supporting its implementation using a data protection IAD framework and policy
scaffolding, we have identified how socio-technical considerations beyond data
protection compliance alone can be considered for co-creating data protection
solutions. We note the following:

• By mapping commons principles, our interview findings, and the adapted
IAD framework to a data protection-focused data commons framework, we
have shown that a collaborative and co-created commons can support data
subjects in protecting their personal data.

• We created a data protection-focused data commons policy scaffolding
to identify how a commons could benefit data subjects and ensure their
participation in the commons development process when applied to specific
use cases.

• We have explored how a data protection-focused data commons constitutes
an improvement on the state of the art in protecting personal data and can
support the co-creation and collaboration of data protection solutions by
data subjects through applying the commons to use cases.

Having demonstrated how a data protection-focused data commons can be theo-
retically applied to use cases as a socio-technical framework for data stewardship,
in the next chapter, we consider how a data protection-focused can be deployed to
improve the data protection process and outcome for data subjects.
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DEPLOYING A DATA
PROTECTION-FOCUSED

DATA COMMONS

In Chapters 4 and 5, we established that a data protection-focused data commons
can act as a socio-technical framework for data stewardship. In this chapter, we
respond to our second research question posed at the beginning of this thesis
on whether a data protection-focused data commons can support the practical
co-creation of data protection solutions. We demonstrate how a data protection-
focused data commons can be applied to the online learning use case as illustrated
in Chapter 5.4.2. To do so, we conduct a user study to deploy a commons using
the data protection IAD framework and investigate the usefulness of the commons
for raising awareness of data protection issues, co-creating solutions from the
perspective of students as data subjects.

We make the following contributions:

• Identify and apply the data protection-focused data commons to a use case.

• Build and test a data protection-focused data commons for online learning.

• Assess the extent to which a commons can support the co-creation of data
protection solutions according to data subject preferences.
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6.1 Method

In this chapter, we build upon the data protection-focused data commons policy
scaffolding in Chapter 5.3 by translating the theoretical framework into practice
through the technological deployment and assessment of a commons. This
involves engaging with the policy scaffolding to address the responsibilsation,
data stewardship, and data-related rights challenges illustrated in Chapter 3.2.1.
We apply the scaffolding to create a data protection-focused data commons for
online learning. By demonstrating the process of creating and assessing an online
learning commons to support the operationalsation of a data protection-focused
data commons as a pro-social socio-technical system, we address the concerns
outlined in Chapter 3.2 regarding the lack of a tested commons for data protection.
Further, by deploying a data protection-focused data commons, we are able test the
commons’ ability to act as a consensus conference to encourage dialogue among
data subjects and other stakeholders in generating new knowledge together for
the common good, as introduced in Chapter 3.4.

To test whether the commons can support collaborative data protection solutions,
we elaborate upon our work from our case study in Chapter 2.4.3 and online
learning use case application in Chapter 5.4.2. We establish three questions to
examine whether an online learning data protection-focused data commons can
help students regain their agency over their personal data. These are:

1. Does the ability to interact with commons resources help inform students
about the purposes of online learning and tutorial recordings?

2. How effective is the commons model for supporting user preferences for
protecting their personal data?

3. Does the commons model encourage more transparency around data protec-
tion between data subjects, data controllers, and other involved stakeholders?

To answer these questions, we create a commons tool, an interactive resource hub
that represents a commons by applying the commons principles, that can be used
by students to support them in choosing their own online learning data protection
preferences. The use of the commons by students aims to help them understand
the reasons behind tutorial recordings and make more informed decisions about
whether they choose to consent to being recorded. The tool also attempts to
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provide more agency not only on how their personal data is used by the university
but also their ability to freely participate in classes.

In developing the commons, we applied Ostrom’s design principles (Chapter 2)
and the requirements illustrated by the IAD commons framework (Chapter 4.3)
and policy scaffolding (Chapter 5.3). We also incorporated Prinsloo and Slade’s
learner agency framework [193]. An adapted IAD framework as applied to online
learning is detailed in Appendix B. Based on the experts’ perspective on how
to create trust and community within a commons from Chapter 4.2, in creating
the application, interactive forums and means of communicating both within the
commons community as well as with external experts have been included. From
the interviews, action and collective responsibility were identified as a core part
of the commons. This is represented through encouraging those in the commons
to share their data protection experiences with each other through the tool and
including their visions of what they hope the application can help them with
in the long term. Specific elements of the commons tested include building opt-
in mechanisms within the platform to test whether these tools encourage data
subjects to protect their personal data by making data protection-friendly choices
and assessing whether having access to other data protection materials, sources,
and information within a commons helps data subjects understand their data
protection options. The commons also tests whether prompting data subjects to
exercise their data protection rights may encourage them to learn about how their
personal data is being used by data controllers. It is hoped that participation in
the data protection-focused data commons encourages the redistribution of power
between students as data subjects, universities as data controllers, online learning
platforms, and staff.

To adapt the commons tool to online learning, we developed the application
for Microsoft Teams, the software used by our university for conducting online
learning. While, as noted in Chapter 2.4.3, software such as Microsoft Teams and
Zoom were not developed for education, as alternatives for more open-source
or privacy-friendly alternatives for online learning are to be created, developing
a data protection-focused data commons on Microsoft Teams ensures greater
accessibility and use by students by minimising friction between engaging with
the commons and attending an online tutorial. Creating the commons on Microsoft
Teams also enables HEIs to adopt the commons without needing to integrate
entirely novel tools into their digital infrastructures. In our study, the commons
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tool we created was then uploaded as a custom application to Microsoft Teams
and each tutorial Team had a working copy of the application (Figure 6.1).

Figure 6.1: The commons tool, showing the help center and the consent voting panel, as it
appears on Microsoft Teams.

The commons tool was separated into two main parts. The first part, the commons
help hub (Figure 6.2), has three sections:

1. Frequently Asked Questions (FAQs) (Figure 6.3) provides answers to questions
about polling, rights, policies, and contacts, mapping to the commons CPR
principle for increased transparency and accountability as well as recognising
the different levels of online learning governance (polycentricity).

2. Consent Helper Quiz is a short quiz to help participants figure out whether
the session should be recorded, mapping to the commons CPR principle for
effective management.

3. Anonymous Forum is an area for participants to share their thoughts or
concerns anonymously, mapping to the commons CPR principle for citizen
participation and supporting each student’s equal interest.
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Figure 6.2: The commons tool help centre has three sections to help the student develop
a more comprehensive understanding of the policies, laws, and guidance that governs
tutorial recordings and supports them in making a decision as to whether or not they
should consent to tutorial recording.

No, your vote is anonymous and no one (student or staff) can see what you voted for.

Figure 6.3: The FAQs contains text-based resources such as information about why tutorial
recordings are happening, university data policies, external tutorial recording policies,
and information on how to exercise data protection rights.

Within the FAQs, participants can find information about online learning, univer-
sity policies, and data protection as listed below:

• Information about the tutorial recording consent Voting Panel.

• Data protection and information regulations e.g. the GDPR.

• Data protection rights centre.
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– Information about what rights data subjects (students) have.

– Ability for students to request an anonymous record of consent poll
results.

– E-mail templates for exercising data subject rights.

– How to contact a data protection expert and the DPO.

• Information about the data collected from the Consent Helper Quiz.

The Consent Help Quiz aims to help participants decide whether they should or
should not consent to recording tutorials based on their personal preferences. All
questions for the quiz have “yes” or “no” answers. Depending on the participant’s
answers, at the end of the quiz, the final result will display “You may not need to
opt-out”, “You may want to consider opting out”, or “You may want to strongly
consider opting out”. Questions on the quiz include:

• Are you potentially revealing any sensitive personal information (racial or
ethnic origin, political opinions, religious belief, genetic data, and biometric
data etc.) during the session?

• Will you avoid discussing certain topics if the session is recorded?

• Will you avoid asking questions or points of clarification if the session is
recorded?

• Will the session being recorded affect your likelihood of participating?

• Do you think recording the session will improve your academic study?

• Are you planning to re-watch the tutorial once it is done?

• Do you trust that the university will keep the recording safe?

• Do you trust that the platform which the session recording is taking place on
will keep the recording safe?

The final part of the commons help hub is the Anonymous Forum (Figure 6.4),
which allows students to share information, questions, or concerns they have
about tutorial recordings.

The second part of the commons tool is the Voting Panel which conducts the
consent poll (Figure 6.5).
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Figure 6.4: The Anonymous Forum is a space where students can participate anonymously
in an open dialogue with other students in their tutorial about any questions they have
about tutorial recordings.

Figure 6.5: The Voting Panel is the consent poll where students can consent to or not
consent to tutorial recording based on their own personal preferences. The poll is
anonymous and the full results of the vote from the class will be displayed after voting. If
everyone consents, the tutorial recorded.

6.1.1 Testing the application

To test the commons, we split the study into three parts: an entry questionnaire,
an interactive task to test the commons or control application, and an exit
questionnaire. Figure 6.6 illustrates the different stages of the study.

The entire study was conducted online between April and October 2021. All
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Figure 6.6: Study walk-through summary.

104



6.1. Method

participants were undergraduate and postgraduate taught students studying at
UK-based universities over 18 years of age.

6.1.2 Initial survey

For the first part of the study, an initial survey was completed by potential
participants to gather some participant information and determine their eligibility.
This assessed the level of users’ knowledge of tutorial recordings, data protection,
online learning, and university policies. The questionnaire also identified how
participants felt about users’ ability to exercise their agency with regards to tutorial
recordings and online learning.

6.1.3 Testing the application

After the first survey was complete, we e-mailed potential participants to schedule
a time for the rest of the study and include a separate document with the mock-
tutorial information (Appendix C). The topic of the tutorial, conducting research
on social media, was decided as content of the tutorial would require students to
reveal personal data about themselves in addition to the recognised risks related
to sharing social media data, identified in Chapters 2.4.1 and 5.4.1. Participants
were then randomly assigned to be in the control testing group or the commons
application testing group on Microsoft Teams. Those in the control group were
given two minutes to consent or not consent to tutorial recording. Those in the
commons group were given 10 minutes to explore the resources in the application
and vote. The control group only had access to the voting panel and the commons
application group had access to all the resources outlined in the previous section.

6.1.4 Final survey

The final part of the study, the exit survey, allowed participants to reflect on their
experience of the commons, identify what resources they used if they were part of
the commons application testing group, attitudes towards privacy, data protection
and online learning, and examine to what extent they now know about their
consent and data protection options for online learning. The survey included
Internet Users’ Internet Privacy Concerns (IUIPC) [147] questions adapted for
online learning to benchmark their privacy concern levels that relate to privacy
and data awareness, control, and collection (Appendix D).
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6.2 Analysis

We recruited 34 students to participate in our study. The participants studied
Computer Science (6), Management (3), Finance (2), Philosophy (2), Psychology
(2), and 19 other subjects were only studied by one participant. 23 participants
were undergraduates and 11 were postgraduates. Our participants predominantly
identified as female (26) with seven males and one not disclosed. From our results,
we did not find any correlation between the discipline of study, level or year of
study, or gender.

6.2.1 Participant demographics and privacy awareness

Regarding tutorial recordings, 19 participants thought that they had control over
whether a tutorial was recorded, with 10 disagreeing and five were uncertain.
When asked about the university’s tutorial recording policy, 17 were aware that
there was one, 12 were not aware, and five were unsure. Only eight had read the
policy. More broadly, most students (14) were not aware of how the university
processes their personal data, 10 were unsure, and 10 were aware. Most students
(22) were not aware of how Microsoft Teams processed their data.

When asked about their online learning and tutorial recording experiences, most
students (20) said that some of their tutorials were recorded. 18 students said that
they were asked to consent to recordings for all of their online tutorials, five said
only some asked for consent, seven were not asked, and four were not sure. In
considering personal experiences of online learning, 11 said that online learning
made a positive impact on their educational experience, two had no impact, 12
were impacted negatively, and nine were unsure. Focusing on tutorial recordings,
13 felt that tutorial recordings were a net positive, 17 did not feel that it impacted
their educational experience, two were negatively impacted, and two were unsure.

Figure 6.7 shows the overall level of privacy concern of our participants, based on
their responses to online learning IUIPC questions (Appendix D). The higher the
score, the more privacy-concerned a participant is, where 55 is the maximum score
and 11 is the minimum. Existing work shows that internet use reduces IUIPC [20].
A positive relationship was found between privacy concerns and government
involvement in privacy regulation [154], suggesting higher IUIPC scores for
participants governed by the GDPR. The median score for our participants is
46. While our participants were based in the UK which falls under the GDPR’s
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Figure 6.7: The IUIPC scores of study participants. The median score for our participants
is 46, demonstrating a moderately high level of privacy concern, where 55 is the maximum
score and 11 is the minimum.

remit, given that students as young people are considered to have high levels
of internet use, our results suggest a relatively high level of privacy concern for
their demographic. In assessing the significance of specific IUIPC questions for
influencing a participant’s privacy concerns, from our exploratory factor analysis
(TLI of factoring reliability = 1, RMSEA index = 0, and a confidence level of
95%), we found that for data collection, participants who thought about whether
they should provide personal information to universities demonstrated higher
levels of privacy concern, with a correlation of 0.8. Examining the IUIPC data
awareness factor, the more important participants thought it was to be aware and
knowledgeable about how their personal information will be used, the higher
their IUIPC score, with a correlation of 0.9. From our analysis, consent as a form
of privacy control was not significant enough to be considered as a factor for
assessing the level of privacy concern.
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6.2.2 Consent levels for online learning

Figure 6.8 shows that most participants consented to tutorial recording. We also
asked participants to state whether they decided to change how they voted as a
result of doing the exit survey. One participant from the commons group and two
participants from the control group would change the way they voted based on
the exit survey. All three changed from not consenting to giving consent. Most
students (18) stated that they did not think twice before handing over their data to
the university. This suggests that students may feel obliged to provide such data
to access education and indicates a certain level of trust that students have of HEIs
to use that data for academic purposes.
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Figure 6.8: Consent preferences from participants answering the question “Should we
record this tutorial?”. The majority of participants in both commons and control groups
consented to tutorial recording.

Several participants across both groups stated that disability and accessibility
were important reasons as to why they consented to the tutorial recording. In
context of the COVID-19 pandemic when the study took place, this is particularly
important given the challenges students face during online learning. As a result, it
is necessary to consider accessibility needs when considering whether and how
tutorial recording should be conducted to support students.
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6.2.3 Commons tool: information, usefulness, and agency

Table 6.1 shows that resources related to data protection rights and policies were
the most useful to our study participants. This suggests that participants are
keen to understand what protections are in place for their data and what recourse
they have if anything goes wrong. This supports our thesis statement that the
commons supports increased awareness of stakeholder tensions and develops a
greater understanding of data protection options.

Commons Resource Sum
Information on the University tutorial recording 13
The FAQs 13
Data protection law 12
Information on exercising your rights 12
The consent quiz 10
The consent voting poll 9
The anonymous forum 8

Table 6.1: The resources in the commons that commons group participants found useful
for helping them decide whether or not they should consent to tutorial recording. All
participants found at least one commons resource to be useful.

Interestingly, the actual consent voting poll where participants had to consent or
not consent to the tutorial recording was the second least useful. This is consistent
with existing literature on the limitations of meaningful and informed consent
within [194] [158] [86] and outwith [207] [248] [30] education. This demonstrates
the importance for students to feel that they are making informed choices (where
the outcome is less important) in an online learning environment and may not
necessarily question the university’s motivations for recording tutorials.

When elaborating on why participants found certain features of the commons
useful, one student said that “I hadn’t really known anything about tutorial
recording policy or the laws and my rights related to these recordings before so
I though (sic) it was interesting to learn more about my rights and more about
what tutorial recordings would be used for and when they should be used”.
Another student thought that “the information about the University policy was
very valuable to make might (sic) decision, and having access to it easily is helpful.
The FAQs was (sic) definitely the most helpful element, as it answered a lot of my
questions simply”. A student who found the forum useful explained that: “I think
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I was most swayed by the anonymous student posts. Personally, I didn’t want the
session recorded, but I knew it would be helpful for others to review later or who
had missed the session/not been mentally present due to chronic illness, etc.”.
Engagement with the data protection and privacy content presented in the study
suggests that students do care about how their data is collected, stored, and used
by the university (consistent with existing research outlined in Chapter 2), where
the commons could bring this information and these concerns to light. Overall,
nine participants in the commons group agreed that they would use the commons
to better protect their personal data. Five somewhat agreed, two neither agreed or
disagreed, and one somewhat disagreed.

6.2.3.1 Control group comparison

When the control group, where participants did not have access to the commons
resources, were asked what would have be useful for them to help them decide
whether or not to consent to tutorial recordings, nine participants wanted more
information. These included: “Who would be able to view and access the tutorial
after it had been recorded and if it would be used for anything else other than for
study use for the module.”, “More information on where the recording would be
stored and who it would be accessible to would be helpful.”, and “Whether the
lecturer could see individual responses: this would influence whether I answer
yes or no as I don’t want to come across as a spanner in the works”. From those
responses, the additional information participants would have liked fell into two
categories: information about the consent voting tool and information about the
tutorial recording itself. Both of these are covered under the Information on the
University tutorial recording section and the FAQs section of the commons. Two
participants wanted to know if turning on their webcam was required as they
would not consent if it was. Eight participants did not feel that they needed more
information to consent either because they did not care about being recorded,
would have agreed to being recorded if they knew someone in class would need
the recording, or felt that they were fully aware of the tutorial recording process.

6.2.4 Topic, content, and attitudes towards tutorial recordings

When conducting the study, we asked participants to imagine that they were taking
part in a mock-tutorial on conducting research on social media and provided them
with the lesson plan. During their post-study survey, we asked participants
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whether the topic of the mock-tutorial impacted their consent levels to tutorial
recording (Figure 6.9).
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Figure 6.9: Impact of the tutorial topic on consenting to tutorial recording. The topic of
the tutorial is not a strong factor for informing whether a student decides to consent or
not consent to the tutorial recording in both commons and control groups. The median for
both the commons and control group is two.

From the survey responses, participants suggest that they would not refuse consent
based on the tutorial topic alone as it would depend on other factors such as if they
felt they needed to re-watch a tutorial recording and whether the topic involves
providing personal information that the participants themselves did not want to
share.

We wanted to understand how students participate in recorded digital classrooms
and how that may impact personal information sharing. To examine this, we
asked participants whether they would avoid sharing information on any topics
during online learning, specifically those listed as special category personal data
under GDPR Article 9. From Figures 6.10 and 6.11, the high number of avoided
topics during tutorial recordings suggest that even if participants consented to
tutorial recordings, teaching subjects that result in the discussion of these sensitive
personal data may limit student participation in online learning. Two of the

111



6. DEPLOYING A DATA PROTECTION-FOCUSED DATA COMMONS

highest ranked topics “data concerning a person” (22) and “political opinions” (20)
represent a broad range of information often shared in discussions. Six commons
and three control group participants did not avoid any topic. Importantly,
commons participants avoided fewer topics across all categories. This suggests
that because commons participants have developed a greater understanding
of how their data is stored, they are more comfortable sharing their personal
data. More generally, in examining the impact of the tutorial topic and the
content participants are willing to share, they explained that they would rather
not participate than not consent to the tutorial recording because they had control
over what they said. As a result, it is important for staff to consider how to engage
with teaching sensitive topics online to maximise participation and generate the
most value from online learning.
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Figure 6.10: Topics participants avoided in a recorded online learning environment
from participants answering the question “Are there topics you will avoid discussing or
revealing about yourself if the tutorial is recorded compared to physical classes?”. The two
“other” responses include information that one participant considered to be “triggering”
such as “mental health, other personal information, and financial information” as well
as what another participant considered “anything that could be misconstrued or used
out of context if the recording was inadvertently (or deliberately) released”. Overall, the
commons participants are less likely to avoid discussing certain topics.
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Figure 6.11: The number of topics avoided by each participant. Commons participants
are less likely to avoid discussing certain topics during online learning, where the median
for topics avoided is three compared to six from the control group.

6.2.5 Summary

In response to our study questions from the beginning of this chapter, we find that
interacting with commons resources helps inform students about the purpose of
online learning and tutorial recordings. From our findings across both groups,
students found the commons useful in supporting their data protection preferences.
Some students in the control group would also have liked more information about
how their data was being collected and used when being recorded.

Responding to our second thesis research question on whether a data protection-
focused data commons can support the co-creation of data protection solutions
for the benefit of data subjects, we found that the commons model is useful for
supporting user preferences for protecting their personal data because it helps
students learn more about how their data is collected, used, and stored. Almost
all participants consented to tutorial recording, indicating that students find value,
both for themselves and the class overall, when it comes to being able to access a
recording. Most students also indicated factors such as accessibility and helping
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other students as reasons for consenting to recordings. While recording the level of
consent can be useful in understanding whether participants feel comfortable with
the collection of data for tutorial recordings, it only provides a limited picture as
to the extent to which the ability to interact with the commons helps inform them
about the purposes of online learning and tutorial recording. Additionally, with
the commons prompting students to consider their consent preferences as well
as present resources related to tutorial recording and data protection, the voting
panel as part of the commons itself can be presented as a boundary object [163]
to encourage collaboration and engagement with the commons. Therefore, it
is important to consider other factors and means for understanding student
agency and collaborative solution-building for supporting their data protection
preferences.

More transparency around data protection between students, staff, university
management, and other involved stakeholders is encouraged through a commons
as the model supports the identification of stakeholder tensions and breaks them
down through identifying a common aim — accessing a dynamic, participatory
learning environment. The high levels of consent to tutorial recording could
imply that students, to some extent, trust universities with their online learning
data. However, given that more information on data protection was found to be
preferable, students may want more details on how and what data is collected
and used. This is particularly true in preventing potential harm should there be
any data breaches, given the higher preference for understanding data protection
and data subject rights. The commons encourages more transparency around
data protection between students and other stakeholders, increasing awareness
of different stakeholder interest through its polycentric governance. This is
because the commons not only informs students of the data governance and risk
management polices related to online learning data, but also supports recourse
through data protection rights if any harms are realised.

More broadly, the commons can be useful for reconsidering online learning socio-
technical pedagogies in context of data protection to support more inclusive and
safe digital classrooms. Our results indicate that when asked about students’
participation in recorded online tutorials compared to in-person sessions, most
participants indicated that there would be topics that they would avoid discussing.
This suggests that while students are happy to consent to tutorial recordings, they
may decrease their level of participation in online classes. This could impact the
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quality of tutorial participation in online teaching. As a result, staff could be
mindful of asking students questions related to their personal experience that
may reveal these forms of data. Commons participants are also more willing to
reveal their personal data, suggesting that developing an understanding of what
and how data is collected and processed can encourage participation. Overall,
staff and academic institutions may want to consider how the online learning
environment could be fostered to maintain the privacy and security offered by the
physical classroom.

6.3 Summary

In this chapter, we set out to build and deploy a data protection-focused data
commons for online learning to test whether a data protection-focused data
commons can support the co-creation of data protection solutions for the benefit
of the data subject. To test this, we created a commons by applying the data
protection IAD framework to online learning and establishing other social-
technical requirements for the commons development. We note the following:

• In a user study of 34 student participants, we determined that the commons
can support student preferences for protecting their personal data both
ex ante and ex post. Greater transparency between students, university
management, and use of data by online learning platforms can help students
feel more assured about how their data is used and what recourse may be
available if they have any data protection concerns.

• Consent as a means for informing students about tutorial recording is
insufficient, where more clarity on university data protection policies and
data subject rights can help support student agency with regards to their
personal data.

• The sharing of information and knowledge through the interactive compo-
nents of the online learning commons allows data subjects to collaborate on
and discuss data protection solutions without detriment to their academic
progress.

• The governance of online learning data through a commons supports
protection beyond data protection law, as there are wider socio-technical,
ethical, and wellbeing considerations on how EdTech should be deployed.
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Having established the data protection-focused data commons as an appropriate
socio-technical framework for protecting personal data and supporting the co-
creation of data protection solutions, in the next chapter, we consolidate and
discuss the implications of the findings we have made in this thesis, and outline
directions for further work.
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CONCLUSION

Our data-driven society has resulted in the increased collection, management,
and sharing of data subjects’ personal data by large, international data controllers.
The power imbalance between them has led to individuals not being able to
understand, control, mitigate, or seek recourse for their data rights and any
potential harms when it comes to their personal data. While there are legal and
technological solutions that aim to address this, the data protection process has
become responsibilised, where data subjects have to find data protection solutions
themselves. To tackle the responsibilisation of the personal data process and
rebalance power between data subjects and data controllers, we assessed whether
commons theories and principles can be applied to data protection to support
the co-creation of data protection solutions for the benefit of the data subject as a
socio-technical framework for data stewardship. First, we interviewed commons
experts to understand the practical considerations of creating a commons and how
data protection had been previously applied. Next, we define the data protection-
focused data commons and applied an adapted data protection IAD framework
and policy scaffolding to potential use cases. Finally, we applied the online
learning use case to the deployment of a data protection-focused data commons to
test whether the commons can support the co-creation of data protection solutions
from the perspective of students as data subjects. In summary, we have addressed
the following thesis:

A data commons created with the aim of protecting personal data can
encourage data subjects to co-create and collaborate on data protection
solutions, increasing awareness of different stakeholder interests as
enabled by data protection law.
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7.1 Contributions

To test our thesis statement, we considered the following questions:

RQ1: Is a data protection-focused data commons appropriate as a socio-technical
framework for data stewardship?

RQ2: Can a data protection-focused data commons support the co-creation of data
protection solutions for the benefit of data subjects?

To address the first question, in Chapter 4 we conducted interviews with commons
experts to determine how the commons could be improved and adapted for data
protection. In Chapter 5, we applied data protection principles to the commons
framework to create a data protection-focused data commons, and illustrated
potential use cases.

In Chapter 4, we identified the benefits and challenges to creating a commons
through interviewing experts. The findings from our interviews informed how
a commons could be adapted to create a data protection-focused data commons
focused on increasing data subject engagement, participation, and co-creation,
which in Chapter 3 we found was not always considered in the state of the art.
We demonstrated how the IAD framework could be adapted to support the
practical implementation of a data protection-focused data commons to support
data subjects in expressing their data protection preferences.

In Chapter 5, we introduced the data protection-focused data commons in more
detail. Building upon existing theories, methodologies, and practical applications
of the commons, we extended the commons beyond the dissemination of data to
create a data protection-focused data commons for data subjects to further their
ability to protect the processing of their personal data. We adapt a data protection
policy scaffolding to illustrate how this can be achieved and what it could look
like in practice by applying the commons to potential use cases.

To address the second question, in Chapter 6, we built and deployed a data
protection-focused data commons for online learning to examine the usefulness of
the commons from the perspective of data subjects. In a user study that examined
if and how a commons could support data subjects’ data protection preferences
in a collaborative digital environment, we found that the commons can support
student preferences for protecting their personal data both ex ante and ex post,
where greater transparency between students, university management, and use
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of data by online learning platforms can help students feel more assured about
how their data is used and what recourse may be available if they have any data
protection concerns. Consent as a means for informing students about tutorial
recording is insufficient, and the protection and governance of online learning
data should go beyond data protection, as there are wider ethical and well-being
considerations on how education technologies should be deployed.

7.2 Discussion and future work

In this thesis, we have demonstrated how the adaptation of the commons, IAD
framework, and policy scaffolding can support data protection practices, where
the co-creation, collaboration, and engagement from data subjects can help them
express their personal data preferences. As we have argued, this is an important
advance on the state of the art, addressing the power imbalance between data
subjects and data controllers as well as the responsibilisation of the data protection
process. We do acknowledge, however, that the data protection-focused data
commons is not a one-size-fits-all solution to data protection and data governance
challenges. The data protection-focused data commons can aid data subjects to
collectively understand the data protection landscape and express their individual
and group personal data protection preferences. However, the data protection-
focused data commons is not able to challenge the wider socio-technical and
economic infrastructures and systems that enable the vast collection, management,
and sharing of data. This is an acknowledged problem within the research area
for data governance that is outwith the scope of this work. In Chapter 3.2, we
discussed recent and ongoing multidisciplinary work to address the challenges
posed by the responsibilisation of the data protection process that could address
this issue. For example, the Data Trust Initiative is establishing pilots to test the
real-world application of data trusts as a legal mechanism.

7.2.1 Empirical research

In Chapter 6, we deployed a data protection-focused data commons to assess
the usefulness of the commons for co-creation and collaboration. Our study
demonstrated that a commons for online learning can support the protection
of personal data and encourage the co-creation of data protection solutions
through increased awareness of different stakeholder tensions, providing greater
transparency on data regulations and the means to exercise their data protection
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rights, but there are limitations to our empirical work. Regarding our study, those
who opted to participate are likely to be more privacy aware. Several participants
mentioned that because data protection and tutorial recordings were mentioned
in the study description, the thought was already on their minds beforehand. For
unknown reasons, more students who identified as female participated in our
study. Although we did not find any patterns or correlation to gender in response
to our surveys, greater gender balance may be preferred to mitigate any potential
biases. Additionally, it was initially hoped that the study could have been done in
groups to more accurately mimic the tutorial environment. However, challenges in
recruiting participants, time zone differences, and asking them to spend more time
on Microsoft Teams outside of classes (as an indication, 175 participants completed
the initial survey but only 34 responded to the following Microsoft Teams study)
meant that it was difficult to schedule participants to the same session. As a result,
28 students participated in the study individually and three pairs participated
together. There was no identifiable difference between their responses.

Given that our online learning commons was only tested on students, further
research could be done with staff to examine whether the commons could be
useful for protecting their agency for protecting personal data. This is particularly
important due to concerns of HEIs using EdTech to monitor staff [11] and break
union strikes [237], where intellectual property rights do not always belong to
the individual who produced the work [255] [148]. With the rise of children’s
data collection in the classroom, the commons could also be tested on younger
learners to examine its usefulness for students, teachers, and parents. Lastly,
we acknowledge that online learning during the COVID-19 pandemic when the
study took place is different to what it might have been if technologies were
implemented more organically. Students, staff, and universities have had to
instantly adapt to shifting the physical classroom into a digital one. As a result,
future work assessing the hybrid learning education landscape post-pandemic
may be beneficial for assessing how data subjects’ attitudes and HEIs’ policies
may have changed with respect to data protection.

7.2.2 Socio-technical developments for a commons

As we acknowledged in Chapter 4, the use of the commons as part of the data
protection and governance process is a choice from the perspectives of users
and data subjects. As a result, we consider that the data protection-focused data
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commons is a solution that can provide data subjects with another data protection
choice that focuses specifically on their engagement and collaboration as part of
the data protection process. Even if other data stewardship and data governance
mechanisms remain available, the data protection-focused data commons is a
valuable and practical means in which data protection solutions can be co-created,
bridging the gap between law and policy-based developments with socio-technical
applications within existing institutions.

Further, we have discussed the data protection-focused data commons’ contribu-
tion to improving the state of protecting personal data through co-created and
collaborative means. The design of the data protection-focused data commons
has been informed by grounding it in Ostrom’s work on the commons, and
is shaped by the adaptations for data protection-related laws and technologies
detailed in Chapter 2. This body of work has identified useful extensions to
the commons, demonstrated in Chapter 3. In Chapter 5, we proposed the
data protection-focused data commons to encourage more awareness on data
protection and the use of data subjects’ own personal data, allowing them to
make choices that are more in line with their own preferences. The creation of
a data protection-focused data commons could be further shaped by practical
implementation of data governance mechanisms in the future. While our approach
allows organisations and institutions to adopt data protection solutions through
data subject engagement, further work is needed to address concerns about data
protection, governance, and management more broadly. More generally, the data
protection-focused data commons could be expanded to actively incorporate other
stakeholders in seeking greater redress to tensions between them and data subjects.

To deploy a data commons in the long-term, considerations need to be made
with regards to the platform used to host the commons and how the commons
is to be sustained financially. This includes technical infrastructure and system
considerations, particularly whether the commons could be created within an
existing digital ecosystem or built independently. These decisions should be
made in consultation with data subjects based on their accessibility, data and
data protection requirements, as well as expert advice. Given the difference
in stakeholder interests, how and by whom the commons is maintained can
impact the trust between users as data subjects and others participating in the
commons’ development. As the focus is still placed on data subject preferences,
this can more clearly draw out where the power imbalances lie and how those
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data protection challenges can be more equitably addressed. Therefore, even
if new data governance mechanisms emerge, the data protection-focused data
commons can still facilitate meaningful conversations to identify what individuals
and collective data subjects want when it comes to agency over their personal
data.

7.2.3 Law and policy

Wider conversations between data protection stakeholders, identified in Chapter 2,
could be facilitated to raise awareness on how personal data is being treated in
our data-driven society within a data-protection focused data commons from
legal, socio-technological, and ethical perspectives as supported by our interview
findings in Chapter 4.2. This includes discussing the impact of data-related
regulations and policies on data subjects. For example, within data protection
regulations, access to the fundamental right to data protection through the exercise
of data rights can be further strengthened [9]. Laws such as the European Data
Governance Act, which is drafted and currently subject to the European Council’s
approval, aims to increase trust in data intermediaries and strengthen data-sharing
mechanisms across the EU, could support broader data protection practices for
the benefit of data subjects outside of data protection [75]. Research and guidance
from organisations and advisory bodies such as the Centre for Data Ethics and
Innovation in the UK can play an important role connecting different stakeholders
and addressing data issues to specific domains, including the data infrastructures
needed to support a commons [35]. By encouraging discussions around data
governance beyond data protection, a data protection-focused data commons can
not only address data subject issues but also take into account the bigger picture
in relation to how personal data can be protected for the common good.

7.3 Summary

In this thesis, we have shown that a data protection-focused data commons can
encourage data subjects to co-create data protection solutions through engagement
and collaboration. From identifying the benefits and challenges to creating a
commons, through to adapting the commons to data protection, and deploying
and analysing the usefulness of the commons, a data protection-focused data
commons has provided an alternative socio-technical solution that supports data
subject agency as part of the data protection process.
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AAPPENDIX A

INTERVIEW QUESTIONS

Interview Structure and Questions

Introduction

• Purpose of the interview:

– Identifying and understanding challenges in the commons development
process from the perspective of the interviewee.

• Participation:

– Interviews for this project forms part of my doctoral research on
developing a socio-technical “data commons” framework to better
protect data subject’s personal data.

– As interviewees have been part of the process for developing a com-
mons and have both experience and knowledge to inform how a
commons can be successful.

• Interviews with be recorded electronically if the interviewee consents.

Establish common understanding of:

• What a commons is and why the PROJECT is considered a commons.

• What the interviewee’s role is as part of the PROJECT.

• A summary of what the PROJECT is.
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A. INTERVIEW QUESTIONS

Key Questions 1: Project aims and identifying problems

• Can you tell me more about your role in the PROJECT and the PROJECT’s
aims?

• How did you and the PROJECT team come about identifying those aims and
what were some of the problems or challenges you considered during that
process?

– How does/did your role fits into achieving those aims?

• What stakeholders did you interact with?

– Was it useful? Why?

• What private actors and companies (e.g. digital service providers) did you
work with?

– What role did they play in the process of developing the project aims?

– What is your understanding of the tools and services they provide?

– How transparent were they?

– What did you agree on in terms of the PROJECT?

– Where there any disagreements? How were these resolved?

• How did the private actor (positively or negatively) influence the design,
development, and architecture of the commons for your PROJECT?

Key Questions 2: Problem solving and overcoming challenges

• Were there problems or challenges during the PROJECT that you didn’t
expect?

– How did you go about solving them?

• IF NONE WERE IDENTIFIED: Were problems or challenges related to data
protection and privacy considered during the process?

– Were they considered challenges?
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• IF NONE WERE IDENTIFIED: Were problems or challenges related to
the implementation of “smart” or IoT technologies considered during the
process?

– Were they considered challenges?

Key Questions 3: Overall project perspectives

• What do you think are/were the successes of your role in the PROJECT?

– How did you go about achieving this?

• What do you think are/were the limitations of your role in the PROJECT?

– Why?

• Do you think the PROJECT as a commons is/was successful?

– Why?

• What do you think are/were the limitations of the PROJECT as a commons?
What would you do differently?

Broader Questions

• What do you think is the ideal commons?

– What are some theories or practices that you know of that has helped
form your understanding of this ideal commons?

– What do you think an ideal commons should achieve?

– What stakeholders do you think should be involved?

* How involved should data subjects and participants of the com-
mons be in its creation?

* Do you think anyone should be excluded from the process?

– Is there anything you would like to add?
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A. INTERVIEW QUESTIONS

Summary

• Discussed your role, identifying problems and challenges from the commons
process.

• Wrap up interview.

• Provide more details about our research and how this interview fits in.

• Stop recording for final summary and discussion to end the session.

• Provide another opportunity to ask questions or additional information.

• Timeline of our research.
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BAPPENDIX B

ADAPTING AND
APPLYING THE DATA

PROTECTION IAD
COMMONS

FRAMEWORK

To create a data protection-focused data commons for online learning, we applied
the data protection IAD framework for the use case of supporting students as data
subjects in deciding and expressing their data protection preferences for online
learning.

The questions that were identified as part of the data protection IAD framework
are answered as follows:

Background

• The background context of the data protection-focused data commons for
online learning involves the environment in which online learning is being
undertaken and the requirement for tutorial recordings of classes. This was
heightened by the COVID-19 pandemic that shifted all learning online.
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B. ADAPTING AND APPLYING THE DATA PROTECTION IAD COMMONS
FRAMEWORK

– As online learning progressed, more awareness came to light about the
monitoring of students through technologies. Pre-pandemic, there were
also considerations about the impact of new technologies, tutorial and
lecture recordings, and the digitisation of education more generally.

– Despite positive progress in containing the pandemic, institutions are
continuing to adopt some of these technological practices even as in-
person teaching is able to resume. As a result, it is important to ensure
that students are able to understand how their data is used and have
the ability to control that data.

• As part of existing regulations such as the GDPR, universities and HEIs
have the responsibility to clarify and explain how they use personal data.
Currently, universities have privacy policies on online learning and tutorial
recordings as well as wider data protection impact assessments and policies.
Universities also have DPOs as required by organisations of a certain size
to respond to any data protection requests and answer any data protection-
related issues.

– Data protection-specific and sector-wide organisations such as the ICO,
JISC, and the OfS outline what and how data should and should not
be used in relation to the work environment and specifically for higher
education. Some of this work pre-dates the COVID-19 pandemic. Some
research was published during the pandemic in producing solutions
that support the protection of personal data for the future of education.

– Students’ personal data is separate from other forms of data that
universities manage. For example, students’ administrative data,
examination and assessments data, and data from tutorials are all
managed differently by different departments within the university.
However, there may be some overlap, highlighting the importance of
students being able to control and understand how their personal data
from tutorials is being processed. Universities generally follow FAIR
data principles with regards to research data.

– Students may not be aware of how their institution manages their data
and may not feel like they can challenge their institution given that
doing so could negatively impact both their academic experience as
well as their grades.
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– Trust issues between students and their institutions, as well as staff and
their institutions, may have arisen based on incidences of technology
adoption as well as the sharing of recordings without explicit consent.

Data Attributes

• The data and personal data that are part of the commons.

– Student’s personal data as part of Microsoft Teams such as student ID,
the content they reveal in the tutorial, chat data, screen sharing, and
their voice.

– If they disclose any disabilities, racial information, religious information,
political identities, or union membership, this could be classified as
sensitive personal data.

– The data is collected and processed following the university’s policies,
through Microsoft Teams, and possibly internationally if the student is
not based within the UK.

– University and third-party software collect, store, and process the data.

– The data is stored privately although tutorial recordings may be shared
with other students. Currently, students have limited control as to
whether they want to be recorded.

– University tutors, IT teams, and systems teams are responsible for how
the data is stored, shared and retained, with different administrative
privileges.

– The university uses third-party software such as Microsoft Teams as
well as Panopto to record and store recordings.

– Students have limited control and authority in the process. They only
have information of the university policies.

– Some of the risks include extensive data gathering unrelated to educa-
tion, potential discrimination from e-proctoring software, and creating
a surveillance academic environment.

Commons Community Members

• The commons aims to support students and will also include staff, IT admin,
and potential experts or those who are able to provide external advice outside
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B. ADAPTING AND APPLYING THE DATA PROTECTION IAD COMMONS
FRAMEWORK

of the university.

• The commons is only relevant for those within the university community
given that the data only applies to online learning.

• The technology companies that provide the tools for online learning as well
as higher education organisations such as JISC or the OfS may be relevant
for the commons.

• Students have a power imbalance between themselves, staff, university
management, and potential employers given that if they refuse certain
personal data to be collected or provided, they may not be able to access
education, negatively impacting their academic prospects.

Goals and Objectives

• The objective of the commons is to support students’ online learning personal
data preferences and help them understand what data protection rights and
recourse they have should they not want their personal data to be used in
certain ways.

Managing and Governing the Commons

• The commons will sit on top of the online learning platform, in this case
Microsoft Teams, to allow seamless and integrated access to the tool while
not compromising students’ privacy with respect to others in the tutorial.

– The commons will allow students to choose whether they want to
consent to tutorial recording both before and after the tutorial, with
respect to the collection and processing of their personal data in that
way.

– Online learning data that is collected is shared within the tutorial
and possibly to other students as well, where the recording may be
re-purposed for teaching beyond the session in which the student
participated in.

– No data protection mechanisms currently exist for this use case and
only university policies are applied.
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– The relevant data subject rights include the right of access, the right to
data portability, and the right to object to automated decision-making.

– Purpose limitation may have been considered, but is inconclusive.

• Determine the governance mechanisms of the commons.

– The commons community consists of those who are affiliated with the
university.

– There is no requirement for those who participate to share their personal
data or their experience, but in order for the commons to function and
meet its aims, students need to vote as to whether they consent to
tutorial recording.

– If appropriate, the tutor can mitigate any issues. If not, then an external,
neutral expert can help as well as addressing the DPO.

– Existing platforms that are used to conduct online learning may be
updated with better privacy support or offer tools that can better
protection users’ personal data.

• Identifying decision-makers and experts.

– External experts can be identified to support the commons, such as aca-
demics from other institutions, privacy professionals, and independent
or international higher education bodies.

• Decision-making on the commons is determined in part by the tutor, the
department, and university management, with the latter making the most
impact.

– The commons would be digital and take place on the same platform as
where the online learning is taking place.

– Some of the infrastructure is internal, for example where the recording
may be embedded and uploaded. Some of the infrastructure is external
and provided by third-party companies.

• Establishing formal or informal norms that govern the commons.

– The commons follows the same guidelines as the terms of service of the
online learning provider as well as university policies.
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B. ADAPTING AND APPLYING THE DATA PROTECTION IAD COMMONS
FRAMEWORK

– Students and the commons community can provide feedback on their
online learning experience through standard university procedures.

– Some institutions, such as the Open University, have more experience
with delivering online learning.

Outcomes

• Benefits of the commons.

– Students are able to understand and control how their personal data
is being used as well as what avenues there are to object against some
uses of personal data.

– The commons community should expect advice and guidance on what
is allowed, as well as have the ability to anonymously share their
experience with others.

• Costs and risks of the commons.

– The commons has minimum risk given that no extra personal data is
being collected. There are mechanisms in place to ensure that their
consent vote is anonymous and cannot be traced back to them or the
tutor. There are no risks of further data breaches or privacy problems.

– As the tool is developed on Microsoft Teams and hosted by internal
university servers, there are no additional risks from the data infrastruc-
ture.

– The rights available under the GDPR apply to the commons where
applicable to personal data.

164



CAPPENDIX C

MOCK-TUTORIAL
DOCUMENT

As part of the Online Learning as a Commons study, we would like you to imagine
that you are participating in a Microsoft Teams-based tutorial. If you have not yet
received a Microsoft Teams meeting invitation, please e-mail the researchers.

Please read the tutorial scenario below. Note that no further preparation will be
needed before the Microsoft Teams meeting.

Tutorial: An Introduction to Conducting Research on Social Media

In our digitally connected society, social media such as Facebook, Twitter, LinkedIn,
and Instagram are used not only for sharing parts of our lives with others, but
also used by businesses, event organisers, recruiters, and data brokers to better
understand how individuals and groups interact.

In this introduction, we will explore the types of data that are collected through
social media, different techniques for conducting social media research, and review
some examples and case studies.

This tutorial is aimed at a general audience and is suitable for all disciplines.

1. What is social media research?

Social media research is where quantitative or qualitative data is being gathered
from social networking sites (SNS). This research can be done in many forms.
Examples of social media research include:
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C. MOCK-TUTORIAL DOCUMENT

• Downloading tweets from the Twitter Archive and looking at specific
hashtags.

• Looking at the user engagement (such as views, clicks, and location) of an
advertisement put out by a business on Facebook.

• Creating polls on Instagram and asking users specific questions.

Social media research can be conducted by individuals and businesses to improve
their understanding of specific demographics of users to serve them specific
content or find out more about their behaviours.

Questions:

• Can you think of other examples of social media research?

• Have you participated in social media research?

• What are other purposes of conducting social media research?

2. How can we conduct social media research ethically?

Given the pervasiveness of social media and data on SNS, it has become much
easier to conduct research on social media. However, this means that there
may be less checks and balances when it comes to conducting research ethically.
Traditional means of ensuring that research is ethical may not be applicable to the
digital environment. For this part of the tutorial, we will discuss the challenges of
conducting research on social media.

Questions:

• To what extent do you think conducting ethical research from social media
may be different to ethical research more generally?

• Given that formal ethics applications and consent procedures may not work
for social media research, what do you think are possible solutions for
conducting such research?

• Do you think conducting ethical research can help ensure that social network
data is gathered more ethically?
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3. Guidance for conducting social media research

For the final part of the tutorial, we will look at guidance for conducting social
media research. We will read excerpts from the University’s social media research
ethical guidance as well as external policies that support ethical research.

Questions:

• What do you think about the guidance and policies that we read? Are they
useful for researchers or for participants?

• What other things do you think should be included in social media research
ethical guidance and policies?

• Do you think guidance and policies are enough to ensure that social media
research is conducted ethically?

If you are interested in the content of the tutorial, please find a few resources
below:

• “Revealed: 50 million Facebook profiles harvested for Cambridge Analytica
in major data breach” Carole Cadwalladr and Emma Graham-Harrison, The
Guardian.

• “Internet Research Ethics for the Social Age: New Challenges, Cases, and
Contexts” edited by Michael Zimmer and Katharina Kinder-Kurlanda.

• University social media research ethical guidance.
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DAPPENDIX D

ADAPTED IUIPC
QUESTIONS

The following statements are IUIPC questions adapted for online learning included
in the final survey of the study (Chapter 6). The statements were presented in
Likert matrices with five responses available, ranging from strongly disagree to
strongly agree.

The following statements relate to privacy practices:

• Online learning platforms should disclose the way my personal data is
collected, processed, and used.

• Universities should disclose the way my personal data is collected, processed,
and used.

• It is very important to me that I am aware and knowledgeable about how
my personal information will be used.

The following statements relate to control over your personal data:

• Users’ online privacy is really a matter of users’ right to exercise control over
how their information is collected, used, and shared.

• I believe that online privacy is violated when control over how users’
information is collected, used, and shared is lost.

The following statements relate to data collection:
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D. ADAPTED IUIPC QUESTIONS

• It bothers me when online learning platforms ask me for personal informa-
tion.

• It bothers me when universities ask me for personal information.

• When online learning platforms ask me for personal information, I some-
times think twice before providing it.

• When universities ask me for personal information, I sometimes think twice
before providing it.

• It bothers me to give personal information to so many online companies.
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EAPPENDIX E

ETHICS APPROVALS

Two of the experiments discussed in this thesis involved human participation and
were thus scrutinised and approved by the University of St Andrews’ Teaching
and Research Ethics Committee (UTREC). Confirmation of approval for both of
these experiments, discussed in Chapters 4 and 6 respectively, are included on the
following pages.
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University Teaching and Research Ethics Committee 

_______________________________________________________________________________________________________________________________________________________________________ 
 

ethics-cs@st-andrews.ac.uk 
 

The University of St Andrews is a charity registered in Scotland: No SC013532 

 

18 February 2020 
 
 
Dear Janis, 
 
Thank you for submitting your ethical application, which was considered by the School of Computer Science 
Ethics Committee on Tuesday 18th February, where the following documents were reviewed:  
 

1. Ethical Application Form 
2. Participant Information Sheet 
3. Participant Consent Form 
4. Participant Debrief Form 
5. Interview Questions 

  
The School of Computer Science Ethics Committee has been delegated to act on behalf of the University Teaching 
and Research Ethics Committee (UTREC) and has granted this application ethical approval. The particulars 
relating to the approved project are as follows -  
 
Approval Code: CS14765 Approved on: 18.02.20 Approval Expiry: 18.02.2025 

Project Title: Identifying and Understanding Challenges in the Urban Commons Process 

Researcher(s): Janis Wong 

Supervisor(s): Dr Tristan Henderson and Professor Kirstie Ball 

 
Approval is awarded for five years. Projects which have not commenced within two years of approval must be re-
submitted for review by your School Ethics Committee.  If you are unable to complete your research within the  
five year approval period, you are required to write to your School Ethics Committee Convener to request a 
discretionary extension of no greater than 6 months or to re-apply if directed to do so, and you should inform your 
School Ethics Committee when your project reaches completion.  
 
If you make any changes to the project outlined in your approved ethical application form, you should inform your 
supervisor and seek advice on the ethical implications of those changes from the School Ethics Convener who may 
advise you to complete and submit an ethical amendment form for review. 
 
Any adverse incident which occurs during the course of conducting your research must be reported immediately to 
the School Ethics Committee who will advise you on the appropriate action to be taken. 
 
Approval is given on the understanding that you conduct your research as outlined in your application and in 
compliance with UTREC Guidelines and Policies (http://www.st-andrews.ac.uk/utrec/guidelinespolicies/ ). You are 
also advised to ensure that you procure and handle your research data within the provisions of the Data Provision 
Act 1998 and in accordance with any conditions of funding incumbent upon you. 
 
Yours sincerely 
 

Wendy Boyter 
 
School Ethics Committee Administrator  
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School of Computer Science Ethics Committee 

Dr Juan Ye/Convenor, Jack Cole Building, North Haugh, St Andrews, Fife, KY16 9SX 

T: 01334 463252  E: ethics-cs@st-andrews.ac.uk 
The University of St Andrews is a charity registered in Scotland: No SC013532 

 

 

12 April 2021 
 

Dear Janis, 

 

Thank you for submitting your ethical amendment application.  
 

The School of Computer Science Ethics Committee has approved this ethical amendment application:  

 

Original 

Approval Code: 

CS15295 Original Approval Date: 18.02.2021 

Amendment 

Approval Date: 

12.04.2021 Approval Expiry Date: 18.02.2026 

Project Title: Online Learning as a Commons 

Researcher(s): Janis Wong Supervisor/PI: Dr Tristan Henderson 

School/Unit: Computer Science 

 

[Delete if not applicable] The following supporting documents are also acknowledged and approved: 

 

1. Ethical Amendment Application Form 
2. Advertisement 

3. Survey 

 
 

This approval does not extend the originally granted approval period. If you require an extension to the approval 

period, you can write to your School Ethics Committee who may grant a discretionary extension of no greater than 
6 months. For longer extensions, or for any further changes, you must submit an additional ethical amendment 

application. For all extensions, you should inform the School Ethics Committee when your study is complete.  

  
You must report any serious adverse events, or significant changes not covered by this approval, related to this 

study immediately to the School Ethics Committee.   

 

Approval is given on the following conditions: 

• that you conduct your research in line with: 
o the details provided in your ethical amendment application (and the original ethical application 

where still relevant)  

o the University’s Principles of Good Research Conduct 
o the conditions of any funding associated with your work 

• that you obtain all applicable additional documents (see the 'additional documents' webpage for guidance) 

before research commences. 

 

You should retain this approval letter with your study paperwork. 
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Dr Juan Ye/Convenor, Jack Cole Building, North Haugh, St Andrews, Fife, KY16 9SX 
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The University of St Andrews is a charity registered in Scotland: No SC013532 

 

 

Yours sincerely, 
 

Wendy Boyter 
 

SEC Administrator 
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