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Forkortningar

ADM
AFAR
Al

Al-forordningen

AVMSD

ccTVv
CJEV
CNIL

Kommissionen

Konvention 108+

CSO:er
DMA
DPA
DPIA
DSA
EB
ECRI
EES
Equinet
EU
FARI

Ramkonventionen

Automatiserat beslutsfattande
Algoritmisk rattvisa for asylsokande och flyktingar
Artificiell intelligens

Europaparlamentets och radets forordning (EU)
2024/1689 fran den 13 juni 2024 om faststéllande
av harmoniserade regler for artificiell intelligens

Direktivet om audiovisuella
medietjanster (2010/13/EU)

Kameradvervakningssystem
Europeiska unionens domstol

La Commission nationale de l'informatique et des
libertés (den franska dataskyddsmyndigheten)

Europeiska kommissionen

Europaradets moderniserade konvention nr 108 om
skydd for individer vid behandling av personuppgifter

Civilsamhallesorganisationer

Férordningen om digitala marknader
Dataskyddsmyndighet

Konsekvensbeddmningar avseende dataskydd
Forordningen om digitala tjanster
Likabehandlingsorgan

Europeiska kommissionen mot rasism och intolerans
Europeiska ekonomiska samarbetsomradet

Det europeiska natverket for likabehandlingsorgan
Europeiska unionen

Al for institutet for det allmdnna bésta i Bryssel

Europaradets ramkonvention om artificiell
intelligens, manskliga rattigheter, demokrati
och rattsstatsprincipen (CETS nr 225)
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FRIA

GDPR

HUDERIA

LEA
LED

Forordningen om
medicintekniska
produkter

MSA
NHRS
OCR
Unia

PEReN

RBI
STEM

Konsekvensbeddmning avseende
grundldggande rattigheter

Allmanna dataskyddsférordningen
(férordning (EU) 2016/679)

Risk- och konsekvensbeddmning av Al-system
med hansyn till mdnskliga rattigheter,
demokrati och réttsstatsprincipen

Brottsbekdmpande myndighet
Dataskyddsdirektivet for brottsbekdmpning

Europaparlamentets och Radets Férordning
(Eu) 2017/745 av den 5 April 2017 om
medicintekniska produkter

Marknadskontrollmyndighet

Nationella manniskorattsstrukturer
Optisk teckenigenkanning

Interfederala centret for lika mojligheter

Le Péle d'expertise de la régulation numérique
(Kompetenscentrumet for digital reglering)

System for biometrisk fijarridentifiering

Naturvetenskap, teknik,
ingenjorsvetenskap och matematik

En ordlista finns i EU:s Al-forordning, artikel 3 om definitioner.
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https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32024R1689#art_3

Erkannanden

Denna rapport har utarbetats inom ramen for projektet ” Framjandet av jamlikhet
och icke-diskriminering av Likabehandlingsorgan i samband med anvandning av
artificiell intelligens inom den offentlig sektorn’, som finansieras av Europeiska
unionen via instrumentet for tekniskt stod och samfinansieras av Europaradet.
Projektet genomférs av Europaradet i samarbete med Europeiska kommissionen,
Interfederal Centre for Equal Opportunities (Interfederala centret for lika mojlig-
heter, Unia, Belgien), Diskrimineringsombudsmannen (Finland) och Commission
for Citizenship and Gender Equality (Kommissionen for medborgarskap och jam-
stalldhet, Portugal).

Rapporten har forfattats av Kris Shrishak (internationell konsult, Europaradet) och
Soizic Pénicaud (internationell konsult, Europaradet).

Europaradet vill tacka projektets mottagande institutioner och Europeiska kommis-
sionen for deras ihdllande engagemang under hela arbetsprocessen, och i synner-
het till: Nele Roekens och Nadine Brauns (Interfederala centret for lika mojligheter,
Unia, Belgien), Tiina Valonen och Ville Rantala (Diskrimineringsombudsmannen, YVV,
Finland); Carla Peixe, Ana Martinho Fernandes, Alexandra Andrade och Susana Miguel
(Kommissionen for medborgarskap och jamstalldhet, Portugal) och Massimiliano
Santini (Task Force for Reform and Investments [Arbetsgruppen for reformer och
investeringar], Secretariat-General, Europeiska kommissionen) samt Menno
Ettema, Sara Haapalainen, Ayca Dibekoglu och Delfine Gaillard (Anti-discrimination
Department [Avdelningen for arbete mot diskriminering], Europaradet).

Ett sarskilt tack riktas till Louise Hooper (internationell konsult, Europaradet) for
hennes expertutlatande och kollegiala granskning av utkastet, och Milla Vidina
(Equinet, European Network of Equality Bodies [Det europeiska natverket av
likabehandlingsorgan]) for hennes konstruktiva feedback.

Rapporten har ocksa dragit nytta av bidrag fran nationella experter fran likabehand-
lingsorgan och civilsamhallesorganisationer som deltog i intervjuer under varen 2025.
Deras perspektiv har berikat avsnitten med analyser och driftfragor i dessa riktlinjer.

m YHDENVERTAISUUSVALTUUTETTU
NON-DISCRIMINATION OMBUDSMAN CIG
e A DaDANA
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Sammanfattning

| de europeiska politiska riktlinjerna om Al och algoritmdriven diskriminering anges
hur likabehandlingsorgan och, i forekommande fall, andra nationella manniskoratts-
strukturer (dven kallat NHRS) kan anvanda sina mandat enligt europeiska rattsliga
ramar - sarskilt forordning (EU) 2024/1689 om faststallande av harmoniserade regler
for artificiell intelligens (EU:s Al-lag) — for att skydda grundlaggande rattigheter och
hantera risker for diskriminering vid inférandet av Al och system for automatiserat
beslutsfattande (ADM), sérskilt inom offentlig sektor. | en tid nédr sadana system
anvands i allt storre utstrackning inom offentliga och privata tjanster spelar dessa
institutioner en avgorande roll for att skydda grundlaggande rattigheter och hantera
risker for diskriminering.

Riktlinjerna ar uppdelade i tva huvudavsnitt. Det forsta avsnittet fokuserar pa viktiga
bestdammelser i EU:s Al-lag, de som ar mest relevanta for likabehandlingsorgan och
nationella manniskorattsstrukturer, och forklarar hur dessa kan anvandas i praktiken:

1. Forbjudna Al-system: | riktlinjerna forklaras de uttryckliga forbud som faststalls i
artikel 5 for Al-system som anses vara oférenliga med unionens vdrderingar och
grundlaggande rattigheter, inklusive ratten till icke-diskriminering. Férbuden
omfattar bland annat och under vissa férutsattningar Al-system som manipulerar,
vilseleder, utnyttjar sarbarheter, system som anvands for social bedémning eller
riskbeddmningar av brottslighet, skrapning av bilder for att bygga upp eller utdka
databaser for ansiktsigenkdnning samt system for kansloigenkanning, biometrisk
kategorisering och biometrisk identifiering pa distans i realtid.

2. Al-system med hog risk: Riktlinjerna klargor hur Al-system som anvands inom
kritiska omraden som biometri, brottsbekdampning, valfard och socialforsakring,
anstdlining, utbildning och tillgang till viktiga tjdnster kan klassificeras som "hog
risk” och darfor omfattas av strikta skyldigheter nar det galler riskhantering,
datastyrning, dokumentation, mansklig tillsyn och konsekvensbedémningar av
grundlaggande rattigheter. De beskriver vad likabehandlingsorgan och nationella
manniskordttsinstitutioner bor ta hansyn till nar de fattar klassificeringsbeslut och
nar de granskar efterlevnaden av dessa skyldigheter ur ett likabehandlings- och
icke-diskrimineringsperspektiv.

3. Oppenhet och databaser: Riktlinjerna beskriver hur nya éppenhetskrav och
databaser pa EU-niva - i synnerhet EU-databasen for vissa Al-system med hog
risk — kan skapa mojligheter for tillsyn. Registrerings- och loggningsskyldigheter
kan hjalpa likabehandlingsorgan och nationella manniskorattsstrukturer att
identifiera var Al-system anvands for att bista med tillsyn och utredningar, och
for att stodja individer som kan paverkas.

4. Verkstallighet: | riktlinjerna granskas rollen for de organ som skyddar de grund-
laggande rattigheter som anges i artikel 77 i Al-forordningen, de rattsmedel som
finns tillgangliga for enskilda personer samt samarbetsmekanismer och méjlig-
heter mellan likabehandlingsorgan, dataskyddsmyndigheter, marknadskontroll-
myndigheter och andra tillsynsmyndigheter och aktorer. De ger policyrekommen-
dationer om hur likabehandlingsorgan och nationella manniskorattsstrukturer
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kan anvanda sina befogenheter fér klagomalshantering, utredning, rattstvister,
radgivning och medvetandehdjande atgarder for att forebygga, upptécka och
atgarda algoritmisk diskriminering inom ramen for detta samarbete mellan flera
intressenter.

| detta forsta avsnitt beskrivs uttryckligen roller och ansvarsomraden for likabehand-
lingsorgan och nationella manniskorattsstrukturer med riktade policyrekommenda-
tioner om hur dessa institutioner kan férebygga, upptacka och svara pa algoritmisk
diskriminering, till exempel genom att framja likabehandling, 6ka medvetenheten,
stodja klagomal, vidta rattsliga atgarder och ha ett ndra samarbete med nationella
behoriga myndigheter i det bredare Al-tillsynssystemet.

Den andra delen av riktlinjerna bestar av tva grundpelare. Forst analyserar de de
nya EU-standardsdirektiven for likabehandlingsorgan (“Standardsdirektiven”) och
forklarar hur deras bestaimmelser om mandat, oberoende, resurser och befogen-
heter - inklusive framjande, tillgang till rattslig prévning och datainsamling — kan
mobiliseras for att hantera diskrimineringsrisker kopplade till Al- och ADM-system.
For det andra erbjuder de tematiska ingangar till Al-anvandning inom sektorer som
ofta omfattas av likabehandlingsorganens mandat: brottsbekampning, migration,
asyl och granskontroll, valfard och social omsorg, anstallning och utbildning. For
varje sektor kopplas konkreta anvandningsfall for Al till relevanta bestammelser i
Al-forordningen (forbud, hogriskklassificeringar, 6ppenhet och registreringskrav)
och det beskrivs var sektorsspecifika skyddsatgarder och medverkan fran lika-
behandlingsorgan och nationella manniskorattsstrukturer ar nédvandiga.

Riktlinjerna ar utformade for att kunna anpassas till olika nationella sammanhang
och for att stodja likabehandlingsorgan och nationella manniskorattsstrukturer nar
de ger rad till beslutsfattare och tillsynsmyndigheter, arbetar med Europaradets
standarder, till exempel konvention 108+ och ramkonventionen om artificiell intel-
ligens och manskliga rattigheter, demokrati och rattsstatsprincipen, och ser till att
Al- och ADM-system utvecklas och anvdnds i enlighet med europeisk lagstiftning
om jamstalldhet och icke-diskriminering.
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Inledning

Riktlinjernas sammanhang

Offentliga forvaltningar i hela Europa anvander artificiell intelligens (Al) och/eller
system for automatiserat beslutsfattande (ADM) inom en rad olika politiska omraden
som migration, valfard, rattsvasendet, utbildning, anstallning, skatter, brottsbekamp-
ning och sjukvard. Sadana system anvands ocksa inom kritiska omraden inom den
privata sektorn, till exempel inom bankvasendet (bland annat for kreditbedémningar)
och férsakringsbranschen. Aven om Al- och ADM-system innebér betydande risker
for diskriminering kvarstar utmaningar nar det galler att identifiera och begrénsa
dessa risker. Den nyligen publicerade rapporten "Rattsligt skydd mot algoritmisk
diskriminering i Europa: Nuvarande ramverk och kvarvarande brister” (Xenidis 2025),
som utarbetades som en del av Europeiska unionens och Europaradets projekt,
lyfter fram kritiska fragor: bristande medvetenhet om riskerna for diskriminering,
bristande insyn och brist pa meningsfull information om offentliga myndigheters
anvandning av Al-/ADM-system, utmaningar gallande tillgang till rttslig prévning
och brist pa standardiserade styrmetoder. Likabehandlingsorgan (EB) och andra
nationella manniskorattsstrukturer (NHRS) har dérfor en viktig roll nar det galler
att framja Al-/ADM-system som ar férenliga med de grundldggande réttigheternai
organisationer inom den offentliga sektorn.
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Nya rattsliga ramverk, daribland Europaradets ramkonvention om artificiell intelli-
gens och manskliga rattigheter, demokrati och rattsstatsprincipen' och EU:s Al-lag,?
syftar till att skydda grundlédggande rattigheter och férhindra diskriminering
i Al-system. Samtidigt har Europeiska unionen antagit tva nya direktiv som infor
minimistandarder for att starka likabehandlingsorganens roll och kapacitet i Europa
(hadanefter "standardiseringsdirektiven”).? En korrekt implementering av dessa nya
ramverk dr avgorande for att sdkerstalla att de far onskad effekt.

Syftet med riktlinjerna

Mot denna bakgrund syftar dessa politiska riktlinjer till att ge likabehandlingsorgan
och andra nationella manniskorattsstrukturer, sarskilt i Europeiska unionen, verktyg
for att bekampa diskriminering i Al-/ADM-system genom att

» uppdatera dem om deras ansvar nar det galler den férandrade regleringsmiljon
for artificiell intelligens, inklusive hur den direkt eller indirekt paverkar deras
mandat

» erbjuda specifika riktlinjer, rekommendationer och exempel pa god praxis for
att overvaka tillampningen och genomférandet av de nya bestammelserna,
samtidigt som de kopplas till befintliga bestammelser

» fungera som en resurs som likabehandlingsorgan och nationella manniskoratts-
strukturer kan anvdnda for att bista och ge rad till nationella intressenter, till
exempel beslutsfattare och tillsynsmyndigheter, i fragor som rér manskliga
rattigheter, likabehandling och icke-diskriminering.

Dessa riktlinjer ar sarskilt inriktade pa Al-/ADM-system inom den offentliga sektorn.

Dessarriktlinjer ger en 6versikt 6ver de nya uppdragen, mandaten och méjligheterna
for likabehandlingsorgan och nationella manniskorattsstrukturer mot bakgrund av
nya bestammelser, samt allmanna riktlinjer som kan anpassas till varje nationellt
sammanhang. Riktlinjerna utgar fran och bygger vidare pa

» dokumentationsundersdkningar och juridisk analys

1. Europaradets ramkonvention om artificiell intelligens och manskliga rattigheter, demokrati och
rattsstatsprincipen (Vilnius den 5 september 2024), nedan kallad “Europaradets ramkonvention”.

2. Europaparlamentets och radets forordning (EU) 2024/1689 av den 13 juni 2024 om faststallande av
harmoniserade regler for artificiell intelligens och om justerande forordningarna (EG) nr 300/2008,
(EU) nr 167/2013, (EU) nr 168/2013, (EU) 2018/858, (EU) 2018/1139 och (EU) 2019/2144 samt direk-
tiven 2014/90/EU, (EU) 2016/797 och (EU) 2020/1828, hadanefter kallad Al-férordningen.

3. Radets direktiv (EU) 2024/1499 av den 7 maj 2024 om standarder for likabehandlingsorgan
pa omradet likabehandling av personer oavsett ras eller etniskt ursprung, likabehandling i fraga
om anstéllning och yrke oavsett personers religion eller 6vertygelse, funktionshinder, alder eller
sexuella laggning, likabehandling av kvinnor och mén i fraga om social trygghet och tillgang till och
tillhandahallande av varor och tjénster och om andring av direktiven 2000/43/EG och 2004/113/
EG, Europaparlamentets och radets direktiv (EU) 2024/1500 av den 14 maj 2024 om standarder
for likabehandlingsorgan pa omradet likabehandling av och lika méjligheter for kvinnor och man
i fraga om anstéllning och yrke och om &@ndring av direktiv 2006/54/EG och 2010/41/EU, nedan
kallade "standardiseringsdirektiven”.
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» resultat fran en rapport som genomforts inom ramen for EU:s och Europaradets
projekt (Xenidis 2025)

» fem semistrukturerade intervjuer med foretradare for civilsamhallesorganisatio-
ner och likabehandlingsorgan som valts ut baserat pa deras expertis om d@mnet.

EU har nyligen antagit andra férordningar inom digital forvaltning. Dessa ar till
exempel "Digitala tjanstepaketet’, som bestar av Férordningen om digitala tjanster*
(DSA) och Férordningen om digitala marknader® (DMA), som fokuserar pa regleringen
av onlinetjdnster. Dessa forordningar, och i synnerhet DSA, tar ocksa upp beho-
vet av att skydda de grundldaggande rattigheterna i den digitala sfaren avseende
riskidentifiering och riskreducering: till exempel omfattar bade artikel 34 i DSA om
riskbeddmning av leverantorer av mycket stora onlineplattformar och mycket stora
onlinesokmotorer och artikel 35 om reducering av dessa risker punkter om risker
for diskriminering. DSA och DMA omfattar dock inte anvdandning av Al-system inom
offentlig sektor. Eftersom dessa riktlinjer &r sarskilt inriktade pa Al-/ADM-system
inom offentlig sektor berdr de inte direkt DSA och DMA.

Riktlinjernas struktur

Den forsta delen av riktlinjerna ar strukturerad kring de artiklar i Al-férordningen
som ar viktigast likabehandlingsorgan och andra nationella manniskorattsstrukturer,
antingen for att de direkt eller indirekt paverkar deras mandat, eller for att de innebéar
betydande foréandringar for andra institutioner, tillsynsmyndigheter eller styrnings-
ramar. | var och en av dessa artiklar gors kopplingar till befintliga bestammelser
om dataskydd (EU:s allmanna dataskyddsforordning,® EU:s dataskyddsdirektiv for
brottsbekdampning’ och Europaradets konvention 108+ om skydd av individer
med avseende pa automatisk behandling av personuppgifter) och Europaradets
ramkonvention.

Den andra delen av riktlinjerna ger en 6versikt 6ver standardiseringsdirektiven, som
arrelevanta for likabehandlingsorgan nar det géller likabehandling i Al-system, och
tematiska ingdngspunkter for sektorerna brottsbekdmpning, migration, asyl och
granskontroll, vélfard och socialomsorg, anstéllning och utbildning, dar anvdandningen
av Al-system innebar betydande risker for diskriminering. Varje tema markerar de
artiklar i Al-férordningen som ér relevanta for sektorn.

4,  Europaparlamentets och radets forordning (EU) 2022/2065 av den 19 oktober 2022 om en inre
marknad for digitala tjanster och om @ndring av direktiv 2000/31/EG, nedan kallad "Férordningen
om digitala tjanster”.

5. Europaparlamentets och radets forordning (EU) 2022/1925 av den 14 september 2022 om 6ppna
och réttvisa marknader inom den digitala sektorn och om dndring av direktiv (EU) 2019/1937 och
(EU) 2020/1828, nedan kallad "Férordningen om digitala marknader”.

6. Europaparlamentets och radets forordning (EU) 2016/679 av den 27 april 2016 om skydd for fysiska
personer med avseende pa behandling av personuppgifter och om det fria flédet av sadana uppgifter
och om upphévande av direktiv 95/46/EG, nedan kallad "den allmadnna dataskyddsforordningen”
eller GDPR.

7.  Europaparlamentets och radets direktiv (EU) 2016/680 av den 27 april 2016 om skydd for fysiska
personer med avseende pa behodriga myndigheters behandling av personuppgifter for att fore-
bygga, forhindra, utreda, avsloja eller lagfora brott eller verkstalla straffrattsliga pafoljder, och det
fria flodet av sadana uppgifter och om upphévande av radets rambeslut 2008/977/RIF, nedan kallat
"EU:s dataskyddsdirektiv for brottsbekampning” eller LED.
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1. Al-forordningens
allmanna sammanhang

Al-forordningen faststaller "en enhetlig réttslig ram, sarskilt for utveckling, lansering
pa marknaden, ibruktagande och anvandning av system for artificiell intelligens
(Al-system) i Unionen’”, i syfte att “framja anvandningen av médnniskocentrerad och
tillforlitlig artificiell intelligens (Al) och samtidigt sakerstélla en hog skyddsniva for
hélsa, sdkerhet och grundldaggande rattigheter i enlighet med Europeiska unionens
stadga om de grundlaggande rattigheterna”?

Al-forordningen tradde i kraft den 2 augusti 2024, och dess olika krav kommer att
tillampas gradvis 6ver tid fram till full implementering 2030. Eftersom Al-férordningen
aren forordning ar den direkt tillamplig och behéver inte inférlivas i nationell lagstift-
ning. Manga steg, inklusive nationell styrning och regleringsapparater, maste dock
faststallas genom nationella verkstallande lagar. Nar detta skrivs arimplementeringen
av Al-férordningen i ett tidigt skede och en hel del maste fortfarande klargoras.

8.  Al-forordningen, skal 1.
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Al-férordningen erbjuder nya méjligheter for likabehandlingsorgan och nationella
manniskorattsstrukturer att férebygga och atgarda diskriminering i Al-system, men
flera av dess sardrag bor hallas i atanke nar man laser dessa riktlinjer.

For det forsta, definitionen av Al-system. Riktlinjer for definitionen av ett system
for artificiell intelligens enligt Al-férordningen utfardades av kommissionen den
6 februari 2025. Som papekats av olika kommentatorer ar dessa inte bindande och kan
leda till viss forvirring.® Organisationer kan havda att vissa ADM-system som anvands
inom offentlig sektor'® faller utanfor tillimpningsomradet for Al-férordningen, trots
att de medfor risker kopplade till diskriminering.'” Sddana pastaenden kan bygga
pa en felaktig tolkning av definitionen. | Al-férordningen anges till exempel att
ett Al-system "kan uppvisa anpassningsférmaga’;'? har "varierande grad av auto-
nomi”"* och har "férmaga att dra slutsatser”'* Likabehandlingsorgan och nationella
manniskorattsstrukturer uppmanas starkt att anvanda en tolkning av definitionen
av Al-system som ar oberoende av den specifika Al-tekniken (till exempel maskin-
inldrning eller bearbetning av naturligt sprdk) och som betraktar autonomi och
anpassningsférmaga som valfria egenskaper.’

For det andra faller forskning och utveckling utanfor Al-forordningens tillamp-
ningsomrade. ” forsknings-, testnings- eller utvecklingsverksamhet for Al-system
eller Al-modeller innan de slapps ut pa marknaden eller tas i bruk”'® regleras inte
av Al-férordningen. Detta innebar att dven forbjudna Al-metoder kan undersokas,
testas och utvecklas sa lange de inte slapps ut pa marknaden eller tas i bruk. Nar
Al-processen val har slappts ut pa marknaden eller tagits i bruk omfattas den dock av
denna lag. Att enkom beteckna ett ibruktagande som ett experiment eller en studie
arinte tillrackligt for att utnyttja undantaget for forskning och utveckling. “testning
under verkliga forhallanden”” av Al-system med hog risk utanfor testmiljoer for
Al-reglering, men inte forbjudna Al-metoder, tillats tillfalligt och systemen anses inte
vara lanserade pa marknaden eller tagna i bruk om de uppfyller sarskilda villkor.'®
Det ar darfor viktigt att likabehandlingsorgan hanterar tester av Al-system med hdg
risk utifran den befintliga juridiska verktygsladan.

For det tredje kommer Al-férordningen endast att tillampas pa system som har
slappts ut pa marknaden eller tagits i bruk efter det allmanna tillampningsdatumet,

9.  Kris Shrishak (2025), EU’s Al Act: Tread the Guidelines Lightly, Tech Policy Press, som finns tillganglig
pa www.techpolicy.press/eu-ai-act-tread-the-guidelines-lightly/; Algorithm Audit (februari 2025)
“Implementation of the Al Act: definition of an Al system’, som finns tillganglig pa https://algorith-
maudit.eu/knowledge-platform/knowledge-base/guidelines_ai_act_implementation/.

10. Lighthouse Reports (2023), France’s Digital Inquisition, som finns tillganglig pa www.lighthousere-
ports.com/investigation/frances-digital-inquisition/, bdda hdmtade den 7 november 2025.

11. Foren detaljerad analys av detta, se Xenidis 2025.

12. Al-férordningen, art. 3 (1).

13. Al-férordningen, art. 3 (1).

14. Al-forordningen, skal 12.

15.  Kris Shrishak (2025), EU’s Al Act: Tread the Guidelines Lightly, Tech Policy Press, som finns tillganglig
pa www.techpolicy.press/eu-ai-act-tread-the-guidelines-lightly/; se &ven Algorithm Audit (2025),
Al Act Implementation Tool, som finns tillganglig pa https://algorithmaudit.eu/technical-tools/
implementation-tool/.

16. Al-férordningen, art. 2.8.

17. Al-férordningen, art. 3.57.

18. Al-forordningen, art. 60 faststaller alla villkor som ska uppfyllas for tester under verkliga forhéllanden.
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undantaget "vasentliga andringar”av redan driftsatta Al-system. Ett undantag finns
for Al-system med hdg risk som dr avsedda att anvandas av offentliga myndigheter,
for vilka operatorer ska uppfylla kraven i Al-forordningen senast den 2 augusti 2030."

For det fjarde innebdr Al-forordningens riskbaserade tillvdgagangssatt att olika
regler och skyldigheter faststdlls beroende pa Al-systemens riskniva. | praktiken
kommer vissa metoder att vara forbjudna (se artikel 5), vissa Al-system kommer att
anses utgora en hog risk och deras operatdrer kommer darfor att omfattas av nya
skyldigheter (se artikel 6) och transparenskrav kommer att galla for utvalda Al-system
(se artikel 50). De system som faller utanfor detta tillampningsomrdde omfattas inte
av samma krav, vilket innebdr en risk for att Al-operatorer kan anvanda sig av "ethics
washing” (Equinet 2025) och "riskbegransande metoder” (Xenidis 2025) for att und-
vika dessa krav. Detta riskbaserade tillvdagagangssatt bor dock ses mot bakgrund
av Al-operatorernas skyldighet att respektera de grundldggande rattigheterna och
lagstiftningen mot diskriminering.

19. Al-forordningen, skal 177.
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2. Forbud

2.1. Introduktion till forbjudna Al-metoder

2.1.1. Sammanhang och relevans

| artikel 5 faststélls en forteckning over Al-system som ar férbjudna enligt
Al-férordningen, eftersom de “strider mot unionens varden och respekten fér ménn-
iskans vardighet, frihet, jémlikhet, demokrati och réttsstatens principer samt grund-
laggande réttigheter som faststalls i stadgan, inbegripet réitten till icke-diskriminering,
dataskydd och personlig integritet samt barnets rattigheter”?° Al-metoder som inte
anses forbjudna enligt Al-férordningen kan vara det enligt annan unionslagstiftning.?’

Sadana forbud har varit i kraft sedan den 2 februari 2025. Den 6 februari 2025
publicerade Europeiska kommissionen riktlinjer om sadana forbjudna metoder,

20. Al-forordningen, skal 28 [vdr kursivering].
21. Al-férordningen, art. 5.8.
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i enlighet med artikel 96.1 b i Al-férordningen.2 Aven om de kan ge végledning
om vilka metoder som bor forbjudas eller inte har riktlinjerna kritiserats for att vara
tvetydiga.? Risken for oklarheter gor att Al-operatorer anvander sig av "riskbegran-
sande strategier”, vilket innebar att de i tveksamma fall anser att en viss metod inte
arforbjuden. Dessutom &r sadana riktlinjer inte bindande och endast rattspraxis kan
ge storre klarhet i forbuden.

Marknadskontrollmyndigheterna rapporterar arligen till Europeiska kommissionen
("kommissionen”) om anvandning av foérbjudna metoder som férekommit under
aret och om de atgdrder som vidtagits.* Kommissionen bedémer "behovet av att
andra forteckningen 6ver forbjudna Al-anvandningsomraden” en gang om aret®
och 6verlamnar resultaten till Europaparlamentet och radet.?

Al-byran, som inrattats inom Europeiska kommissionen, férvantas utveckla "objektiv
och deltagandebaserad metod for utvardering av risknivaerna pa grundval av de
kriterier som anges i de relevanta artiklarna och inférandet av nya system”i artikel 5.%

Samband med en annan forordning

Europaradets ramkonvention ger ocksa en part i konventionen mojlighet att inféra
moratorier eller forbud "nar den anser att sadan anvandning ar oférenlig med respek-
ten for de manskliga rattigheterna, demokratins funktion eller rattsstatsprincipen”.?®

2.1.2. Likabehandlingsorganens och andra nationella
manniskorattsinstitutioners roll nar det gadller att hantera
forbjudna Al-tillampningar

| detta avsnitt presenteras den roll som likabehandlingsorgan och nationella
manniskorattsstrukturer kan spela i forbjudna Al-tillampningar. | de efterféljande
avsnitten lyfter vi fram specifika atgarder som likabehandlingsorgan och nationella
manniskorattsstrukturer kan vidta for vissa forbud.

22. Europeiska kommissionen (2025), “Commission Guidelines on prohibited artificial intelligence
practices established by Regulation (EU) 2024/1689 (Al Act)’, som finns tillgénglig pa https://
digital-strategy.ec.europa.eu/en/library/commission-publishes-guidelines-prohibited-artificial-in-
telligence-ai-practices-defined-ai-act, hamtad den 11 november 2025. Hadanefter "Riktlinjer om
forbud enligt Al-forordningen”.

23. Seee.g.Autoriteit Persoonsgegevens (2025),“Summary and next steps call for input on prohibition
on Al systems for emotion recognition in the areas of workplace or education institutions’, available
at www.autoriteitpersoonsgegevens.nl/en/documents/summary-and-next-steps-call-for-input-
on-prohibition-on-ai-systems-for-emotion-recognition-in-the-areas-of-workplace-or-education-
institutions (2025), accessed 11 November 2025.

24. Al-forordningen, art. 74.2.

25. Al-forordningen, art. 112.1.

26. Al-forordningen ger visserligen Europeiska kommissionen majlighet att bedoma behovet av
att andra forteckningen 6ver forbjudna metoder, men den ger inte kommissionen majlighet
att uppdatera forteckningen i Al-férordningen. En sddan uppdatering skulle kréva ett separat
lagstiftningsforfarande.

27. Al-forordningen, art. 112.11 b.

28. Europaradets ramkonvention, art. 16.4.
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Likabehandlingsorgan och nationella manniskorattsstrukturer kan, oavsett
vilket forbud det ror sig om,

> Overvaka forbjudna tillampningar genom att konsolidera exempel pa fall som
har bedomts eller bor bedomas enligt artikel 5. Dessa exempel bidrar till att
illustrera vikten av nuvarande férbjudna anvandningsomraden och det poten-
tiella behovet av att utvidga till andra tillampningar pa grund av vilka risker
de innebér for grundldaggande rattigheter, sarskilt likabehandling och ratten
attinte diskrimineras. Sadana exempel kan samlas in i samarbete med civil-
samhallesorganisationer och akademiker som har studerat dessa system, till
exempel genom att analysera klagomal som inkommer till likabehandlingsor-
gan och NHRS samt genom att f6lja rattstvister, inklusive privata rattstvister.
Partnerskap kan ocksa dvervagas med EU:s byra for grundlaggande rattigheter.

» bidra till kommissionens arliga utvarderingar enligt artikel 112. Detta kan
ske genom att man delar med sig av bevis till kommissionen om forbjudna
tillampningar och farliga Al-system som for narvarande inte ar forbjudna
enligt Al-férordningen.

> bidra till Al-byrans deltagandebaserade metod fér beddmning av risknivaer.

» framja marknadskontrollmyndigheternas efterlevnad av férbuden, bland
annat genom att anvanda de exempel som konsoliderats genom 6vervakning.

» tillhandahalla expertkunskap om likabehandling och icke-diskriminering
till marknadskontrollmyndigheter, som behover beddéma férbud baserat pa
hur Al-metoder kranker de grundlaggande rattigheterna.

» ta emot klagomal fran allmanheten, vilket kan inbegripa anvandning av
privata aktorer.

2.2, Al-system som manipulerar, vilseleder
eller utnyttjar manniskors sarbarheter

2.2.1. Sammanhang och relevans

Al-férordningen forbjuder skadliga Al-system som manipulerar, vilseleder eller utnytt-
jar manniskors sarbarheter enligt artikel 5.1 a och b. Detta férbud omfattar manga
grundlaggande rattigheter i riskzonen: mansklig vardighet, individers sjalvbestam-
mande, rattigheter for personer med funktionsnedséattning, att inte bli diskriminerad
pa grund av alder (barns rattigheter, dldres rattigheter) eller socioekonomisk situation.

Det ar inte sarskilt troligt att organisationer inom den offentliga sektorn avsiktligt
anvander manipulerande Al-system. Men de kan gora det av misstag, till exempel
via de chattbottar som anvands.
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Exempel

Chattbottar anvands i allt storre utstrackning inom den offentliga sektorn, bland
annat for att ge allménheten information om offentliga tjanster. Ar 2024 gav en
chattbott som anvdndes av staden New York felaktig information om arbets-
ratt.?® Sddana verktyg kommer sannolikt ocksa att anvdandas inom bank- och
forsakringssektorn.

En chattbott kan vara forbjuden enligt art. 5.1 a och/eller b:

» Om en sadan chattbott lurar manniskor genom att tillhandahalla vilseledande
information som leder till att en person fattar ett beslut som leder till skada,
till exempel genom att uppmuntra personen att bega sjalvmord,* kan den
vara férbjuden enligt art. 5.1 a.

» Om en chattbott emellertid utnyttjar en persons socioekonomiska status och
inte tillhandahaller information (eller tillhandahaller felaktig information)
om vissa vasentliga tjanster, till exempel tillgang till behovsprévade sociala
formaner, vilket leder till ekonomiska svarigheter, kan den vara foérbjuden
enligtart. 5.1 b, eftersom Al-systemet utnyttjar personens socioekonomiska
situation (se nedan). Beroende pa omstdandigheterna kan det sistnéamnda
ocksd omfattas av art. 5.1 a.

De tva forbuden betraktas tillsammans eftersom art. 5.1 b kan behandlas som
lex specialis nar det finns en 6verlappning med art. 5.1 a.*’

Bedomning av forbud enligt artikel 5.1 aoch b

Beddmning av om ett Al-system &r forbjudet enligt art. 5.1 a krdver en bedémning
i fem steg som uppfyller féljande:

1.
2.

Har Al-systemet slappts ut pa marknaden, tagits i bruk eller anvands det?3?

Anvander Al-systemet “subliminala tekniker som manniskor inte &r medvetna om
eller avsiktligt manipulerande eller vilseledande tekniker , eller en kombination
av dessa?

Anvénds Al-systemet med “som syftar eller leder till en vasentlig paverkan pa
en persons eller en grupp av personers beteende”?

Har Al-systemet, genom att snedvrida beteendet, “fatt en person eller grupp
att fatta ett beslut som de annars inte skulle ha fattat”?

29.

30.

31.
32.

Offenhartz J. (2024),“NYC's Al chatbot was caught telling businesses to break the law. The city isn't
taking it down”, AP News, som finns tillganglig pa https://apnews.com/article/new-york-city-chat-
bot-misinformation-6ebc71db5b770b9969c906a7ee4fae21, hamtad den 10 november 2025.
Walker, L. (2023), "Belgian man dies by suicide following exchanges with chatbot’, Brussels Times, som
finns tillganglig pd www.brusselstimes.com/430098/belgian-man-commits-suicide-following-ex-
changes-with-chatgpt, hdmtad den 10 november 2025.

Riktlinjer om férbud enligt Al-férordningen.

Al-férordningen, art. 3. 9-11. Fér kommissionens tolkning av “slapps ut pa marknaden, tagits i bruk
eller anvands’, se "Blaboken” om genomférandet av EU:s produktregler 2022, 2022/C247/01, avsnitt
2.
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a.Har det férekommit en betydande krankning av personens/gruppens
sjalvbestammande (utéver laglig 6vertalning)?

Har en persons eller en grupps beslut orsakat “eller &r det rimligen sannolikt
att det kommer att orsaka den personen, en annan person eller en grupp av
personer betydande skada”?

a. Hur skadades de? Fysiskt, psykiskt, ekonomiskt.

b.Var skadan betydande?®*? Allvarlighetsgrad baserad pa kombination av skador,
kumulativa effekter av skador, skadans omfattning, skadans reversibilitet och
skadans varaktighet.>

Beddmning av om ett Al-system &r forbjudet enligt art. 5.1 b krdver en bedémning
i fyra steg som uppfyller samtliga av féljande steg:

1.
2.

Har Al-systemet slappts ut pa marknaden, tagits i bruk eller anvands det?

Utnyttjar Al-systemet “en sarbarhet hos en fysisk person eller en specifik grupp
av personer som harror fran alder, funktionsnedséattning eller en specifik social
eller ekonomisk situation”?

a. Alder: barn och &ldre.

b. Funktionsnedsattning: omfattar fysiska, psykiska, intellektuella och sensoriska
funktionsnedsattningar som hindrar individen fran att delta fullt ut i samhallet;*

c. Social eller ekonomisk situation: omfattar personer som lever i extrem fattigdom
och etniska eller religiésa minoriteter.3

Anvands Al-systemet med "med malet eller verkan att vasentligt paverka
beteendet hos den personen eller en person som tillhér den gruppen”?

Har Al-systemet, genom att snedvrida beteendet, orsakat “eller med rimlig
sannolikhet kommer att orsaka betydande skada for den personen eller en
annan person”?

| forhallande till art. 5.1 a ar vissa viktiga begrepp inte sjdlvklara. Termer som

"o

subliminala tekniker som manniskor inte & medvetna om’, "avsiktligt manipulerande
tekniker” och " vilseledande tekniker” definieras inte i Al-férordningen.

33.

34.
35.

36.

» Subliminala tekniker som manniskor inte &r medvetna om kan innebara
stimuli som inte uppfattas medvetet av personen, men som anda bearbetas
av hjarnan och kan paverka personens beteende. Sadan stimuli kan vara

Europeiska unionens domstol fran den 7 september 2004, Waddenvereniging och
Vogelbeschermingsvereniging, C-127/02, EU:C:2004:482 och fran den 11 april 2013, Sweetman
m.fl,, C-258/11, EU:C:2013:220.

Riktlinjer om forbud enligt Al-férordningen, punkt 92.

Europaparlamentets och radets direktiv (EU) 2019/882 av den 17 april 2019 om tillganglighetskrav
for produkter och tjanster (OJ L 151, 7.6.2019, s. 70).

Al-forordningen, skal 29: "Dessutom kan Al-system dven pa annat satt utnyttja en persons eller en
sarskild grupp av personers sarbarhet pa grund av alder, funktionsnedsattning i den mening som
avses i Europaparlamentets och radets direktiv (EU) 2019/882 eller en sarskild social eller ekonomisk
situation som sannolikt gor dessa personer mer sarbara for att bli utnyttjade, till exempel personer
som lever i extrem fattigdom och etniska eller religiésa minoriteter” (var kursivering).
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ljud- eller bildmassig eller forandra tidsuppfattningen.” Subliminala tekniker
kan omfatta " maskin-hjarna-granssnitt eller virtuell verklighet”38 3° Direktivet
om audiovisuella medietjanster (AVMSD) forbjuder redan subliminal teknik
i samband med "audiovisuella kommersiella meddelanden”# | ett sadant
sammanhang ar forbudet i Al-forordningen, som endast galler nar ett Al-system
arinblandat, ett specialfall av forbudet i AVMSD. Subliminala tekniker kan ses
som ett exempel pa manipulerande tekniker.

» Avsiktligt manipulerande tekniker kan anvandas for att ” 6vertyga personer att
dgna sig at oonskat beteende’, utnyttja deras biaser eller deras kdnslomassiga
tillstand "for att vilseleda dem genom att driva dem till beslut pa ett satt som
undergraver och forsamrar deras autonomi, beslutsfattande och fria val"*
Sadan manipulation kan omfatta utnyttjande av personuppgifter for att rikta
personligt anpassade meddelanden, till exempel riktad reklam.

» Med vilseledande tekniker presenteras falsk och vilseledande information.
Vilseledning kan ta formen av audiovisuellt innehdll som “deepfakes” och
vilseledande chattbottar. Vid bedémningen av om en teknik ar vilseledande
ar transparensatgarderna i artikel 50 relevanta eftersom de kan férhindra
vilseledande genom att informera manniskor om att de interagerar med ett
Al-system. Trots transparensgarder kan dock samma tekniker fortfarande vara
manipulerande.

Forbudet galler nar ett Al-system anvands med “syftar eller leder till en vasentlig
paverkan pa en persons eller en grupp av personers beteende”. Detta innebar
att det inte ar nédvandigt att ha uppsdt att vasentligt snedvrida beteendet, utan
att det racker med effekten. Europeiska kommissionen anger i sina riktlinjer att
aven sannolikheten* for effekten, till exempel pa grund av presentationen av infor-
mationen,*® utan bevis pa effekten efter att skadan har uppstatt, ar tillracklig. Enligt
kommissionen kan effekten, eller sannolikheten for effekten, drabba

1. genomsnittskonsumenten,* inbegripet erkdnnande av att deras beslutsformaga
kan vara nedsatt av begransningar, till exempel kognitiva biaser,* och

2. individer eller grupper som kan ha blivit sarskilt utpekade eller diskriminerade.

37. Riktlinjer om forbud enligt Al-férordningen, punkterna 64-66.

38. Al-férordningen, skal 29.

39. Europaparlamentets och radets direktiv 2010/13/EU av den 10 mars 2010 om samordning av vissa
bestammelser som faststélls i medlemsstaternas lagar och andra forfattningar om tillhandahéllande
av audiovisuella medietjanster (OJ L 95, 15.4.2010, s. 1); AVMSD, art. 1. h.

40. AVMSD, art. 9.1 b.

41. Al-férordningen, skal 29.

42. Europeiska unionens domstols dom fran den 26 oktober 2016 (femte avdelningen). Canal Digital
Danmark A/S. EU:C:2016:800, mal C-611/14, punkt 73.

43. Europeiska unionens domstols dom fran den 19 december 2013, Trento Sviluppo och Centrale
Adriatica, C-281/12, EU:C:2013:859.

44. Kommissionens meddelande - végledning om tolkning och tilldmpning av Europaparlamentets och
radets direktiv 2005/29/EG om otillbérliga affarsmetoder som tillampas av naringsidkare gentemot
konsumenter pa den inre marknaden (0J C 526, 29.12.2021, s. 1). Se dven skal 18 i direktiv 2005/29/
EG for definitionen av en genomsnittskonsument: “normalt informerad samt skaligen uppmarksam
och upplyst, med beaktande av sociala, kulturella och sprakliga faktorer”.

45, Compass Banca SpA mot Autorita Garante della Concorrenza e del Mercato (AGCM), mal C-646/22,
EU:C:2024:957.
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Det ar dock nédvandigt att det finns en rimlig sannolikhet for en koppling mellan
"syftar eller leder till en vasentlig paverkan” och den subliminala, avsiktligt manipu-
lerande eller vilseledande teknik som Al-systemet anvander.

For att bedéma den rimliga sannolikheten for betydande skada maste de olika for-
merna av fysisk, psykisk och ekonomisk skada beaktas.** Dessutom maste skadans
signifikans beddmas;* till exempel allvarlighetsgraden baserad pa kombinationen av
skador, kumulativa effekter av skador, skadans omfattning (till exempel chattbottar
som anvands pa nationell nivd i offentlig sektor, vilket gor det troligt att de kommer
att anvandas av manga manniskor), skadans reversibilitet och skadans varaktighet.*

2.2.2. Likabehandlingsorganens och andra nationella
manniskorattsstrukturer roll nar det galler att hantera
Al-system som manipulerar, vilseleder eller utnyttjar
manniskors sarbarheter

46.
47.

48.

» Oka medvetenheten om detta férbud och betona skadan fér personen

i motsats till konsumenten, eftersom personens rattigheter stracker sig
langre an att bara vara konsument, medan kommissionens riktlinjer speci-
fikt hanvisar till "genomsnittskonsumenten” for detta forbud (se avsnitt 2.2
ovan). Detta kan goras i offentlig kommunikation fran likabehandlingsorgan
och nationella manniskorattsstrukturer och i deras kommunikation med
marknadskontrollmyndigheter.

Proaktivt sakerstalla att “signifikansen” av skadan tar hansyn till grund-
laggande rattigheter, sarskilt likabehandling och rétten att inte diskrimine-
ras. Likabehandlingsorgan kan bedéma “signifikansen” av skadan baserat
pa befintlig rattspraxis om diskriminering. Bedomningen behover beakta
troskeln for skada som ar tillrackligt betydande for att forbudet ska galla.

» Det kommer att vara viktigt for likabehandlingsorgan att samla in exempel.
Civilsamhallesorganisationer (CSO:er) kan vara vardefulla allierade i detta
arbete. Dessutom maste likabehandlingsorgan félja upp privata réttstvister.

Se till att "exploateringen” av sarbarheter tar hansyn till grundldggande
rattigheter, sarskilt likabehandling och diskriminering, genom att utarbeta
riktlinjer och tillhandahalla dem till de marknadskontrollmyndigheter som
ansvarar for att bedéma skador. En sarskild fraga som kommer att uppmark-
sammas ar om detta kriterium kan omfatta indirekt diskriminering.

Al-férordningen, skal 29.

Europeiska unionens domstol fran den 7 september 2004, Waddenvereniging och Vogel-
beschermingsvereniging, C-127/02, EU:C:2004:482 och fran den 11 april 2013, Sweetman m.fi,
C-258/11, EU:C:2013:220.

Riktlinjer om forbud enligt Al-férordningen, punkt 92.
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2.3. Social poangsattning

2.3.1. Sammanhang och relevans

Artikel 5.1 c i Al-forordningen forbjuder oacceptabel Al-baserad social podang-
sattning av manniskor fran offentliga och privata aktorer eftersom detta kan leda till
"diskriminerande resultat och uteslutning av vissa grupper”*, vilket kranker ratten
till vardighet och att inte diskrimineras.

Exempel pa system for social podngsattning

Detta forbud ar sarskilt relevant for den offentliga sektorn, dar klassificering
och utvardering ar vanligt forekommande, bland annat inom anstallning och
social trygghet, skattefragor, migration, brottsbekdmpning och réttsvasende.
Klassificerings- och utvarderingssystem anvands ocksa inom forsakrings- och
bankverksamhet, till exempel Schufa-systemet i Tyskland som anvands for att
tilldela individer en kreditvardighet.>

Den 6sterrikiska arbetsformedlingen utvecklade t.ex. en algoritm for att forutse
chanserna till anstéllning, i syfte att fordela stodresurser till arbetssdkande.
Prototypen visade sig vara diskriminerande mot kvinnor (i synnerhet ensamstaende
maodrar) och arbetssokande med migrationsbakgrund.®' I Nederldnderna visade
det sig att ett system som anvands for att forutse bedragerier hade diskrimine-
rat mottagare pa grund av ras®?, etniskt ursprung och medborgarskap.> | Polen
overgavs till slut ett system som anvandes av arbetsformedlingen eftersom det
ansdgs strida mot konstitutionen.>* ADM- och Al-system anvénds eller anvan-
des ocksa for att kontrollera socialbidragstagare i flera lander (t.ex. Frankrike,>

49. Al-férordningen, skal 31.

50. AlgorithmWatch (2018),”SCHUFA, a black box: OpenSCHUFA results published”, som finns tillgangligt
pa https://algorithmwatch.org/en/schufa-a-black-box-openschufa-results-published/ och C-634/21
SCHUFA Holding (Scoring) EU:C:2023:957.

51. Allhutter D. et al. (2020), "Algorithmic profiling of job seekers in Austria: How austerity politics are
made effective’, Frontiers in Big Data, 3, tillganglig pa https://doi.org/10.3389/fdata.2020.00005,
hamtad den 11 november 2025.

52  Eftersom alla ménniskor tillhor samma art avvisar Europaradets ministerkommitté teorier som bygger
pa forekomsten av olika "raser”. | detta dokument anvands dock termen “ras” for att sakerstalla att
personer som allmant och felaktigt uppfattas som “tillhérande en annan ras” inte utesluts fran det
skydd som lagstiftningen och genomférandet av politiken ger.

53. De Rechtspraak (2019), "SyRlI legislation in breach of European Convention on Human Rights",
De Rechtspraak, tillganglig pa www.rechtspraak.nl/Organisatie-en-contact/Organisatie/Rechtbanken/
Rechtbank-Den-Haag/Nieuws/Paginas/SyRl-legislation-in-breach-of-European-Convention-on-
Human-Rights.aspx, hdmtad den 11 november 2025. SyRI-systemet ansdgs ocksa ha inneburit
ett oproportionerligt intrang i slutanvandarnas ratt till privatliv eftersom det behandlade person-
uppgifter fran olika statliga myndigheter.

54. Szymielewicz K. et al. (2015), "Profiling the unemployed in Poland: social and political implications
of algorithmic decision making’, Fundacja Panoptykon, tillganglig pa https://en.panoptykon.org/
profiling-unemployed-poland-report, hdmtad 11 november 2025.

55. Romain et al. (2023).
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Nederlanderna,*® Danmark,”” Belgien®®), med diskriminerande resultat och 6ver-
kontroll av ménniskor i utsatta situationer. Sadana system bygger vanligtvis pa
en kombination av personliga egenskaper, uppgifter om interaktioner mellan
stodmottagare och offentliga arbetsférmedlingar samt ibland uppgifter fran
privata foretag (t.ex. elbolag).

Klassificerings- och utvarderingssystem kan ocksa baseras pa andra typer av data.
Ett delvis automatiserat 6vervakningssystemii ett flyktingldager kan t.ex. analysera
data fran kameror och rorelsesensorer for att faststdlla om det finns risk for att
specifika individer (t.ex. migranter) forsoker ta sig ut.>®

Bedomning av forbud enligt artikel 5.1 ¢

For att bedoma om ett Al-system omfattas av artikel 5.1 c krdvs en beddmning i fem
steg och Al-systemet behover uppfylla samtliga:

1.
2.

56.

57.

58.

59.
60.

61.

Har Al-systemet sldppts ut pa marknaden, tagits i bruk eller anvands det?

”

Ar "utvardering eller klassificering av fysiska personer eller grupper av personer
det avsedda syftet med eller anvdndningen av detta Al-system?

Har utvarderingen eller klassificeringen dgt rum “under en viss tidsperiod”?

a. Engangsklassificering ar inte forbjuden, men forbudet gdller om de uppgifter
som analyseras vid ett tillfdlle stracker sig 6ver en viss tidsperiod.®®

Ar utvarderingen eller klassificeringen baserad pa
a. socialt beteende hos fysiska personer eller grupper av personer eller

b. "kanda, uttydda eller férutsedda personliga eller personlighetsrelaterade
egenskaper”?%'

Mehrotra D. et al. (2023), “Inside the suspicion machine’, WIRED, tillganglig pa www.wired.com/
story/welfare-state-algorithms/.

Geiger G. (2023), "How Denmark’s welfare state became a surveillance nightmare”, WIRED,
tillgéanglig pa www.wired.com/story/algorithms-welfare-state-politics/ och Amnesty International
(2024), "Denmark: Al-powered welfare system fuels mass surveillance and risks discriminating
against marginalized groups - report’, tillganglig pa www.amnesty.org/en/latest/news/2024/11/
denmark-ai-powered-welfare-system-fuels-mass-surveillance-and-risks-discriminating-against-mar-
ginalized-groups-report/.

Degrave E. (2020), "The use of secret algorithms to combat social fraud in Belgium’, European Review
of Digital Administration & Law 1-2: 167-78.

Exempel ges i Riktlinjer om forbud enligt Al-férordningen, punkt 155.

Riktlinjer for forbud enligt Al-férordningen, punkt 155. Punkten bygger pa exemplet med ett system
som anvands i ett flyktinglager, dar de analyserade uppgifterna stracker sig 6ver en viss tidsperiod.
Riktlinjer for forbud mot Al-férordningen, punkt 158: “Personliga egenskaper kan omfatta en mangd
olika uppgifter som ror en person, till exempel kon, sexuell Iaggning eller sexuella egenskaper, kon,
konsidentitet, ras, etnicitet, familjesituation, adress, inkomst, hushéllsmedlemmar, yrke, anstéllning
eller annan rattslig stallning, arbetsprestation, ekonomisk situation, finansiell likviditet, hélsa,
personliga preferenser, intressen, tillforlitlighet, beteende, plats eller rorlighet, skuldniva, typ av
bil osv.”
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5. Leder utvarderingen eller klassificeringen till en social podangsattning som leder
till “skadlig eller ogynnsam behandling av vissa fysiska personer eller grupper
av personer”i

a."sociala sammanhang som saknar koppling till de sammanhang i vilka berérda
data ursprungligen genererades eller samlades in”, och/eller

b. pa ett omotiverat eller oproportionerligt satt i forhallande till deras sociala
beteende eller dess allvar?¢?

Klassificering ar bredare an utvardering och kan “utifran kdnda egenskaper som
deras alder, kdn och langd [inte leda] nédvandigtvis till profilering”®® Utvéardering
ar narmare beslaktat med "profilering’, vilket innebar féljande.**

Samlain information om en individ (eller grupp av individer) och utvardera deras egen-
skaper eller beteendemonster for att placera dem i en viss kategori eller grupp, sarskilt
for att analysera och/eller gora forutségelser om t.ex. deras

» formaga att utfora en uppgift

» intressen, eller

» sannolikt beteende.

Till exempel har det kreditbeddmningssystem som anvands i Tyskland, Schufa, och
som genererar en "sannolikhetsvarde” for att uppskatta en persons betalningsfor-
maga, bedémts som "profilering” av Europeiska unionens domstol (EU-domstolen).®

En podngsattningspraxis kan leda till ogynnsam behandling &ven om ingen specifik
skada orsakas, t.ex. genom att en enskild person viljs ut for ytterligare inspektioner,
medan skadlig behandling leder till skada. Bade ogynnsam och skadlig behandling
kan redan vara forbjuden enligt EU:s lagstiftning mot diskriminering som skyddar
vissa skyddade grupper pa grundval av t.ex. alder, etniskt ursprung, ras, kon och
religion. Forbudet i Al-férordningen dr dock mer omfattande och géller behandling
som gar utover EU:s lagstiftning mot diskriminering.s®

Om podngsattningen leder till “skadlig eller ogynnsam behandling” géller detta forbud
aven om vardet tas fram av en annan organisation (ett privat kreditvarderingsforetag)
an den organisation (myndighet) som anvander den.®’” Férbudet ar inte heller begran-
sat till utvardering eller klassificering som utférs enbart av ett Al-system. Férbudet
omfattar podngsattningsmetoder som kan innefatta manskliga bedémningar sa
lange som resultatet fran Al-systemet spelar "en tillrackligt viktig roll nar den sociala

62. Skandalen med barnomsorgsbidraget i Nederlanderna ar ett exempel dér bada villkoren i artikel 5.1 ¢
i Al-forordningen ar uppfyllda. Se den nationella ombudsmannen, “Belastingdienst treft 232 gezinnen
met onevenredig harde actie’, 27 november 2019 [pa nederlandska]. Se aven ibid"Geen powerplay
maar fair play [Inget maktspel men rattvist spel]. Onevenredig harde aanpak van 232 gezinnen met
kinderopvangtoeslag’; 9 augusti 2017, s. 32.

63. Artikel 29-arbetsgruppen, Riktlinjer for automatiserat individuellt beslutsfattande och profilering
enligt forordning 2016/679, WP251rev.01, 6.2.2018, s. 7. Se dven GDPR, art. 4.4.

64. lbid.

65. Domstolens dom av den 7 december 2023, SCHUFA Holding (Scoring), C-634/21, EU:C:2023:957,
punkt 47.

66. Riktlinjer for férbud enligt Al-férordningen, punkt 165.

67. Domstolens dom av den 7 december 2023, SCHUFA Holding (Scoring), C-634/21, EU:C:2023:957,
punkterna 42-51 och 60-61.
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podngen genereras”® En myndighet som anvander ett Al-system for podngsattning
och kombinerar denna podngsattning med en mansklig bedémning av ytterligare
fakta ar forbjuden om det resulterar i skadlig eller ogynnsam behandling.

2.3.2. Likabehandlingsorganens och nationella
manniskorattsstrukturer roll nar det gdller att hantera
forbud relaterade till social poangsattning

» Overvaka och utvirdera de olika podngsattningsmetoder som gér bortom
gallande EU-lagstiftning mot diskriminering och som leder till ogynnsam och
skadlig behandling. Likabehandlingsorgan behover tillskansa sig ytterligare
expertis for att effektivt dvervaka dem.

2.4. Riskbedomning av att bega ett brott

2.4.1. Sammanhang och relevans

Artikel 5.1 di Al-férordningen forbjuder individuell riskbeddmning och forutsagelse
av brott "uteslutande grundat pa profileringen av en fysisk person eller pa en
beddmning av personens personlighetsdrag och egenskaper”®® Forbudet syftar till
att begrénsa skadorna pa ratten till mansklig vardighet, att inte bli diskriminerad,
ratten till en rattvis rattegdng, ratten att betraktas som oskyldig, rétten till forsvar,
ratten till ett effektivt rattsmedel, ratten till integritet och dataskydd.”

For att bedoma om ett Al-system omfattas av artikel 5.1 d krdvs en bedémning i fem
steg och Al-systemet behover uppfylla samtliga:

1.
2.

68.
69.
70.
71.

72.

Har Al-systemet sldappts ut pa marknaden, tagits i bruk eller anvands det?

Ar det avsedda syftet med Al-systemet att “[gora] riskbedémningar av fysiska
personer i syfte att bedoma eller férutse risken for att en fysisk person begar ett
brott"?

Ar bedémningen eller férutsigelsen baserad enbart pa
a. profilering,”" och/eller

b. beddmning av personlighetsdrag och egenskaper, till exempel nationalitet,
fodelseort, bostadsort, antal barn, skuldsattningsniva, typ av bil osv.”?

Riktlinjer for forbud enligt Al-forordningen, punkt 161.

Al-férordningen, art. 5.1 d.

Al-forordningen, skal 48.

Profilering som leder till indirekt eller direkt diskriminering &r redan férbjuden enligt dataskydds-
direktivet for brottsbekampning, artikel 11.3. Se dven artikel 29-arbetsgruppen, Riktlinjer om auto-
matiserat individuellt beslutsfattande och profilering enligt férordningen 2016/679, WP251rev.01,
6.2.2018, s. 7; EU:s byra for grundldaggande rattigheter, Férebyggande av olaglig profilering idag och
i framtiden: en guide, Handbok, 2018, s. 138.

Al-forordningen, skal 42.
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Exempelvis skulle ett Al-system som anvands av en brottsbekdmpande myndighet
for att forutse brottsligt beteende for brott som terrorism enbart baserat pa individers
alder, nationalitet, adress, typ av bil och civilstand vara férbjudet.”

Exempel pa sadant som inte ar forbjudet:
» Riskbeddmning av en grupp (i stallet for en individ).”

» Alla andra metoder fér forebyggande polisarbete som inte enbart baseras pa
profilering eller bedémning av personlighetsdrag och egenskaper.

» Al-system som anvands som stod i manskliga beddmningar baserade pa objek-
tiva och verifierbara fakta som ar direkt kopplade till en brottslig verksamhet.”

» Platsbaserad prediktiv polisverksamhet.”®

> Al-system som gor individuella forutsdgelser som ar tilldtna enligt nationell
lagstiftning och EU-lagstiftning och som ror en administrativ forseelse (och
inte ett brott), aven om “"information ... kan samlas in rérande fysiska personers
potentiella deltagande i straffrattsliga brott”””

Detta forbud ar begrédnsat i omfattning och ar inte ett férbud mot prediktiv polis-
verksamhet i sin helhet. Nar forbudet val galler ar det bredare vad betréffar nar
och for vem det géller. Al-férordningen kompletterar direktiv (EU) 2016/343 for att
skydda ratten att betraktas som oskyldig tills motsatsen bevisats innan en formell
brottsutredning inleds.”® Direktiv (EU) 2016/343 ar endast tillampligt nar en person
misstanks eller anklagas for att ha begatt ett brott.

Det ar viktigt att notera att detta forbud inte ar begransat till brottsbekdampande
myndigheter eller enheter som agerar for deras rakning. Alla enheter som har en
rattslig skyldighet att "beddma eller forutse risken for att en fysisk person begar ett
brott” omfattas av tillampningsomradet. En skattemyndighet som bygger upp profiler
av individer baserat pa nationalitet eller andra egenskaper med hjélp av Al-system
omfattas av detta forbud.” Ett bankinstitut, en privat enhet, som enligt lag har
anfortrotts att kontrollera kunder for ett brott som penningtvatt omfattas ocksa av
detta forbud om det anvander Al-system och inte foljer forordning (EU) 2024/1624.8°

73. Riktlinjer for forbud enligt Al-férordningen, punkt 202.

74. Al-forordningens riktlinjer for forbud, punkt 196. Observera att om en grupprofil anvands for att
beddma och forutse risken for att en viss person ska bega ett liknande brott utgor detta profilering
och kan darfor omfattas av forbudet.

75. Riktlinjer for forbud enligt Al-férordningen, punkt 214.

76. Riktlinjer for forbud enligt Al-férordningen, punkterna 212-213. Innebér att patrullférdelningen
prioriteras till omraden som bestams av prediktiva algoritmer "baserat pa historiska data vilket
vidmakthaller diskriminering och orattvisor inom brottsbekdmpning”. Se dven "Cop out: automa-
tion in the criminal legal system’, Georgetown Law Centre on Privacy & Technology, tillgénglig pa:
https://copout.tech/, hdmtad den 10 november 2025.

77. Riktlinjer for forbud enligt Al-férordningen, punkt 217. Se dven fotnot 143 i riktlinjerna for forbud
enligt Al-férordningen om kriterierna for att beddma huruvida en forseelse &r brottslig eller inte.

78. Europaparlamentets och radets direktiv (EU) 2016/343 av den 9 mars 2016 om forstarkning av
vissa aspekter av oskuldspresumtionen och av ratten att narvara vid rattegangen i straffrattsliga
forfaranden.

79. Forbudet géller inte nér en skattemyndighet bedomer risken for en juridisk person, t.ex. ett foretag.

80. Europaparlamentets och radets férordning (EU) 2024/1624 av den 31 maj 2024 om atgarder for
att forhindra att det finansiella systemet anvands for penningtvatt eller finansiering av terrorism,
artikel 20 och 76.5 b.
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Det ar ocksa viktigt att understryka att tillampningen av “grupprofilering”®' pa
enskilda personer omfattas av detta férbud. Grupprofilering innebar att man skapar
en profil av en specifik grupp, till exempel terrorister, gangsters osv. Sadana profiler
kan anvandas for att bedoma och férutse risken for att andra personer ska bega
liknande brott. Detta ar forbjudet.

2.4.2. Likabehandlingsorganens och nationella
manniskorattsinstitutioners roll nar det gdller att hantera
forbud relaterade till riskbedomning av att bega ett brott

» Utforska forbudets hela rackvidd genom att genomféra eller bestalla studier
om tillampningar inom ramen for detta forbud som gar utéver brottsbekam-
pande myndigheters anvandning av riskbedomning for att férebygga
enskilda brott (t.ex. skattemyndigheter eller institutioner som ansvarar for
penningtvatt).

» Bidra till att forbudet efterlevs genom att utbilda och medvetandegdra de
relevanta behdriga myndigheterna for dessa tillampningar, som kanske
inte ar en behoérig myndighet enligt Al-férordningen, i syfte att hantera
diskrimineringsskadorna.

2.5. Skrapning for att bygga upp eller utoka databaser
for ansiktsigenkdnning

2.5.1. Sammanhang och relevans

Artikel 5.1 e i Al-forordningen férbjuder leverantorer och tillhandahallare att utveckla
och uttka "databaser for ansiktsigenkdnning genom oriktad skrapning av ansiktsbilder
fran internet eller 6vervakningskameror”2 som skadar ratten till mansklig vardighet,
till att inte diskrimineras samt ratten till integritet och dataskydd.® Férbudet galler
oavsett databasens lagringsstruktur. En databas for ansiktsigenkanning behover
inte vara centraliserad till en plats eller st& under kontroll av endast en juridisk
person. Den kan vara decentraliserad. Férbudet géller &ven om databasen ar
tilifallig eller for en kort tid.

Oriktad skrapning av ansiktsbilder ar dock redan olaglig enligt EU:s dataskydds-
lagstiftning.?* Problemet har varit verkstalligheten, sarskilt den extraterritoriella.
Den applikation for ansiktsigenkanning som marknadsférdes av det amerikanska

81. EU:s byra for grundlaggande réttigheter (2018), Forebyggande av olaglig profilering idag och i fram-
tiden: en guide, Handbok, s. 21.

82. Al-forordningen, skal 43.

83. Al-forordningens riktlinjer for forbud, punkt 226.

84. De Autoriteit Persoonsgegevens (2024), "Dutch DPA imposes a fine on Clearview because of illegal
data collection for facial recognition’, tillganglig pd www.autoriteitpersoonsgegevens.nl/en/current/
dutch-dpa-imposes-a-fine-on-clearview-because-of-illegal-data-collection-for-facial-recognition,
h@amtad den 10 november 2025.
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foretaget Clearview Al, och som byggde pa oriktad skrapning av ansiktsbilder pa soci-
ala medier, sades t.ex. anvandas av flera brottsbekdmpande myndigheter i Europa.®®

For att bedoma om ett Al-system omfattas av artikel 5.1 e krdvs en bedémning i fyra
steg och Al-systemet behover uppfylla samtliga:

1. Har Al-systemet slappts ut pa marknaden, tagits i bruk eller anvénds det?

2. Utfor detta Al-system “oriktad skrapning” (se nedan)?

3. Ar”ansiktsbilder” himtade fran “internet eller dvervakningsfilmer”?

4. Anvénds Al-systemet for att “skapa eller utoka databaser for ansiktsigenkanning”?

Al-forordningen forbjuder inte all skrapning. Det &r inte heller férbjudet att bygga
upp databaser med andra uppgifter an ansiktsbilder. Sadana aktiviteter, sar-
skilt de som omfattar biometriska uppgifter,® dr redan begransade enligt EU:s
dataskyddslagstiftning.®”

Huruvida ett féretag som gér en genomsokning av en webbplats respekterar tekniska
opt-out-mekanismer?® paverkar inte fraigan om genomsokningen &r oriktad eller
inte. Riktad skrapning av "bilder eller videoklipp som endast innehaller manskliga
ansikten tillhérande specifika individer eller en férdefinierad grupp av personer” ar
inte forbjuden.®* Om sddan riktad skrapning utfors for flera individer eller grupper
under en tidsperiod ar dock en sddan skrapning likvardig med oriktad skrapning
och dérmed forbjuden.®

Dessutom skyddas allmant tillgangliga uppgifter, aven om en person har publicerat
sin ansiktsbild pa en webbplats for sociala medier, enligt EU:s dataskyddslagstiftning.
"[Dlet blotta faktum att personuppgifter ar allmant tillgangliga innebar inte att ‘den
registrerade uppenbart har offentliggjort sadana uppgifter””'

85. Europeiska dataskyddsstyrelsen (10 juni 2020), Letter to Members of the European Parliament,
tillgénglig pd www.edpb.europa.eu/sites/default/files/files/file1/edpb_letter_out_2020-0052_faci-
alrecognition.pdf, hdmtad den 10 november 2025.

86. Observera att definitionen av "biometriska uppgifter” i Al-férordningen skiljer sig fran GDPR
och dataskyddsdirektivet for brottsbekampning. Al-férordningen, art. | artikel 3.34 definieras
"biometriska uppgifter” som
"personuppgifter som erhéllits genom sarskild teknisk behandling som ror en fysisk
persons fysiska, fysiologiska eller beteendemassiga kannetecken, till exempel ansiktsbilder eller
fingeravtrycksuppgifter”.

GDPR, art.4.14 och dataskyddsdirektivet for brottsbekdmpning, artikel 3.13 definierar "biometriska
uppgifter” som

"personuppgifter som erhallits genom sarskild teknisk behandling som ror en fysisk persons fysiska,
fysiologiska eller beteendemaéssiga kannetecken, som maojliggor eller bekréftar unik identifiering
av denna fysiska person, till exempel ansiktsbilder eller fingeravtrycksuppgifter”.

87. EDPB (2024), yttrande 28/2024 om vissa dataskyddsaspekter vid behandling av personuppgifter
i samband med Al-modeller, antaget den 17 december 2024, punkterna 104-106.

88. Koster M. et al. (2022), "Robots Exclusion Protocol’, RFC 9309, DOI 10.17487/RFC9309, tillganglig
pa www.rfc-editor.org/info/rfc9309, hamtad 10 november 2025.

89. Riktlinjer for forbud enligt Al-férordningen, punkt 229.

90. Riktlinjer for forbud enligt Al-férordningen, punkt 230.

91. EDPB (2024), "Report of the work undertaken by the ChatGPT Taskforce’, antagen den 23 maj 2024,
punkt 18.
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2.5.2. Likabehandlingsorganens och nationella
manniskorattsstrukturer roll nar det galler att hantera
forbud mot skrapning for att bygga upp eller utoka
databaser for ansiktsigenkanning

» Stodja verkstdllandet av detta férbud, sarskilt mot féretag som ar base-
rade utanfér EU men som skrapar ansiktsbilder av manniskor inom EU,
genom kontinuerlig samverkan med marknadskontrollmyndigheter och
dataskyddsmyndigheter.

2.6. Kansloigenkanning

2.6.1. Sammanhang och relevans

Trots de "mycket oonskade diskriminerande och vardighetsrelaterade konsekven-
serna, manipulativa effekterna”? aoch avsaknaden av vetenskapliga bevis for
att kansloigenka@nning® fungerar,®* forbjuder artikel 5.1 f i Al-férordningen endast
kansloigenkdnning pa arbetsplatser och utbildningsinstitutioner. Allannan anvand-
ning av kdnsloigenkanning behandlas som hogrisk® men ar inte foérbjuden.

Exempel

Kansloigenkdanning omfattar "olika tekniker och bearbetningsatgarder for att
upptdcka, samla in, analysera, kategorisera, reagera, interagera med och lara sig
kanslor fran personer”.®® Sadan teknik kan anvandas vid anstallningsforfaranden
under rekryteringsprocessen eller for att Overvaka de anstélldas kéanslor, inom
sjukvarden for att forebygga sjalvmord eller av brottsbekdmpande myndigheter
som "“logndetektorer” vid granskontroller.””

For att bedoma om ett Al-system omfattas av artikel 5.1 f krdvs en beddmning i tre
steg och Al-systemet behover uppfylla samtliga:

1. Har Al-systemet slappts ut pa marknaden, tagits i bruk eller anvéands det?

92. Codagnone C. et al. (2022), Identification and assessment of existing and draft EU legislation in the
digital field, studie for det sarskilda utskottet for artificiell intelligens i en digital tidsalder (AIDA),
avdelningen for ekonomisk politik, vetenskapspolitik och fragor om livskvalitet, Europaparlamentet,
Luxemburg, s. 62.

93. Al-forordningen, art. 3.39: “system for kénsloigenkanning: ett Al-system vars syfte &r att identifiera
eller uttyda fysiska personers kanslor eller avsikter pa grundval av deras biometriska uppgifter.”

94. Barrett L. F. et al. (2019), "Emotional expressions reconsidered: challenges to inferring emotion
from human facial movements’, Psychological Science in the Public Interest, 20.1, 1-68, tillganglig
pa https://doi.org/10.1177/1529100619832930, hamtad 10 november 2025.

95. Al-forordningen, bilaga Ill punkt 1 c.

96. Riktlinjer for forbud enligt Al-férordningen, punkt 240.

97. BoffeyD.(2018),"EU border’lie detector’system criticised as pseudoscience’, The Guardian, tillganglig
pa www.theguardian.com/world/2018/nov/02/eu-border-lie-detection-system-criticised-as-pseu-
doscience, hamtad den 10 november 2025.
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2. Identifierar eller hérleder Al-systemet kéanslor eller kan det harleda kanslor eller
avsikter hos personer baserat pa biometriska uppgifter?

-

3. Anvands Al-systemet pa "arbetsplatser och utbildningsinstitutioner”?

Det ar viktigt att notera att begreppet "kdnsloigenkdanning”begrénsas i Al-férordningen:

Begreppet avser kanslor eller avsikter som gladje, sorg, ilska, éverraskning, avsky,
forlagenhet, upphetsning, skam, forakt, tillfredsstéllelse och villust. Det omfattar inte
fysiska tillstdnd som smaérta eller trétthet, inklusive till exempel system som anvands
for att upptacka trotthet hos yrkespiloter eller forare i syfte att forhindra olyckor. Detta
omfattar inte heller detektering i sig av uppenbara uttryck, gester eller rérelser, sdvida de inte
anvands for att identifiera eller harleda kdnslor. Dessa uttryck kan vara grundlaggande
ansiktsuttryck, till exempel en rynka i pannan eller ett leende, eller gester som rorelser
av hander, armar eller huvud, eller egenskaper hos en persons rost, till exempel ett hogt
tonlage eller viskning.?®

Ovanstaende stycke innebar inte att detta ar lagliga metoder. Kénsloigenkanning
innebar behandling av biometriska uppagifter, vilket utan qiltig rattslig grund ar
olagligt enligt EU:s dataskyddslagstiftning.*®

Begreppet arbetsplats omfattar visserligen rekryteringsprocessen och skyddar saval
anstallda som egenforetagare, men enligt EU-kommissionens riktlinjer omfattar
det inte andra manniskor. Det ar till exempel inte forbjudet att "att anvanda rosti-
genkanningssystem for att spara sina kunders kanslor, sasom ilska eller otélighet”
medan det ar forbjudet att “i en stormarknader ... spara sina anstélldas kanslor’, men
inte kundernas.’®

Begreppet utbildningsinstitutioner omfattar alla nivaer av utbildningsinstitutioner,
offentliga eller privata, som &r "ackrediterade eller godkédnda av relevanta natio-
nella utbildningsmyndigheter eller motsvarande myndigheter”. Anvandningen av
kansloigenkanning vid utbildningsinstitutioner, inklusive under antagningsprocessen
och tentamen, ingdr; men forbudet géller inte for kurser, dven online, som erbjuds
av enheter som inte betraktas som en utbildningsinstitution.'

Kansloigenkanning ar tilldtet pa arbetsplatser och i utbildningsinstitutioner av med-
icinska skal eller sakerhetsskal om det ar absolut nédvandigt och proportionerligt.
System for kdnsloigenkdnning som anvands av medicinska skal maste folja forordning
(EU) 2017/745 (forordningen om medicintekniska produkter), unionslagstiftning och
nationell lagstiftning om anstallnings- och arbetsvillkor, inklusive hélsa och sdkerhet
pa arbetsplatsen, vilket kan begransa anvandningen av systemen. Med andra ord ar
en CE-markning (Conformité Européenne)'®? for ett system for kdnsloigenkanning
enligt forordningen om medicintekniska produkter nédvandig men inte tillracklig
for att systemet ska fa anvandas pa arbetsplatser och utbildningsinstitutioner enligt
Al-férordningen.

98. Al-forordningen, skal 18 (var kursivering).

99. GDPR, art. 6 (Nar personuppgifter far behandlas) och 9 (Sérskilda kategorier av uppgifter) i synnerhet.

100. Riktlinjer for forbud enligt Al-férordningen, punkt 254.

101. Riktlinjer for forbud enligt Al-férordningen, punkt 257.

102. Europeiska kommissionen (u.d.), CE-mdrkning, tillganglig pa https://single-market-economy.
ec.europa.eu/single-market/ce-marking_en, hdmtad 10 november 2025.
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Dessutom kraver all sadan anvandning ett “skriftliga och motiverade férhands-
utlatanden av experter om det specifika anvandningsfallet ... N6dvandigheten bor
bedémas objektivt i forhallande till det medicinska och sakerhetsmassiga syftet
och inte hanvisa till arbetsgivarens eller 166 Skal 44 i Al-férordningen. 94 utbild-
ningsinstitutionens 'behov’ Denna bedémning bér undersoka om det finns mindre
inkraktande alternativa medel som skulle uppna samma syfte."'%

System for kdnsloigenkdnning som inte ar forbjudna regleras utifran en hogrisk-
definition enligt bilaga Ill punkt 1 c. Exempel pd detta kan vara'® om och endast
om det finns en giltig rattslig grund:

» Statistikmyndigheter som anvander kdnsloigenkdnning i valbas for att ta reda
pa manniskors installning till demokrati (t.ex. ilska, tillfredsstallelse),

» Ett foretag som anvander en chattbott med kadnsloigenkanning for att fa den
att reagera pa lampligt satt infor mycket missndjda kunder.

» En brottsbekdmpande myndighet som anvander ett system for kdnsloigen-
kdanning under forhor av en misstankt.

Observera att detta i samtliga fall avser anvandning av biometriska uppgifter for att
harleda eller identifiera kanslor.

2.6.2. Likabehandlingsorganens och nationella
manniskorattsstrukturer roll nar det galler att hantera
forbud relaterade till kdnsloigenkanning

» Samla bevis for diskrimineringsskador och risker pa grund av kansloigen-
kanning pa andra omraden an arbetsplatser och utbildningsinstitutioner.
I synnerhet kan likabehandlingsorgan och nationella manniskorattsstrukturer
Overvaka de system for kansloigenkdanning som anses utgora en hog risk
enligt bilaga Ill punkt 1 ci Al-férordningen och som kommer att registreras
i databasen over Al-system med hdg risk (se artikel 49).

» Samla bevis for de skal som Al-operatorer anger nar de havdar att anvand-
ningen av kansloigenkanning av medicinska skal och sakerhetsskal ar
nodvandig och proportionerlig och 6verensstammer med lagen.

» Skydda kunder, klienter och andra personer som interagerar med manniskor
pa en arbetsplats, eftersom detta inte ar forbjudet enligt 5.1 f.

103. Riktlinjer for forbud enligt Al-férordningen, punkt 259.

104. Wendehorst C. och Duller.Y (2021), Biometric Recognition and Behavioural Detection: Assessing the
ethical aspects of biometric recognition and behavioural detection techniques with a focus on their
current and future use in public spaces, studie for Europaparlamentets utskott for rattsliga fragor
och utskottet for framstallningar, Europaparlamentet, s. 66.
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2.7. Biometrisk kategorisering

2.7.1. Sammanhang och relevans

Enligt artikel 5.1 g i Al-férordningen ar det forbjudet att kategorisera fysiska perso-
ner individuellt "pa grundval av deras biometriska uppgifter for att harleda eller dra
slutsatser om en persons ras, politiska asikter, medlemskap i fackforening, religiosa
eller filosofiska dvertygelse, sexualliv eller sexuella ldggning.”'® eftersom en sadan
kategorisering skadar ratten till mansklig vardighet, ratten att inte diskrimineras
samt ratten till integritet och dataskydd. Observera att biometrisk kategorisering
enligt forklaringen nedan skiljer sig fran biometrisk identifiering (pa distans) dar
personer identifieras (se 2.8).

Till skillnad fran termen " system for biometrisk kategorisering” definieras inte termen
"biometrisk kategorisering”i Al-férordningen, men kan férstas som

processen att faststélla om en individs biometriska uppgifter tillhér en grupp med vissa
fordefinierade egenskaper i syfte att vidta en specifik atgard. | det har fallet ar det inte
viktigt att identifiera eller verifiera personen utan att automatiskt placera personen i en viss
kategori.Till exempel kan en reklamskarm visa olika annonser beroende pa vilken individ
som tittar pa den, baserat pa alder eller kon'® [var kursivering].

Exempel

Andra exempel pa biometrisk kategorisering ar anvandning av programvara for
att automatiskt kategorisera manniskor efter ras eller kon, eller ett Al-system
som analyserar en persons bilder pa sociala medier i syfte att géra antaganden
om personens politiska inriktning och skicka riktade meddelanden, eller gora
antaganden om personens sexuella ldggning och skicka riktad reklam.

Biometrisk kategorisering ar en form av profilering.'”” Artikel 22.1i GDPR och artikel
11.3 i dataskyddsdirektivet for brottsbekampning (LED) forbjuder redan indirekt eller
direkt diskriminering pa grundval av profilering.

For att bedoma om ett Al-system omfattas av artikel 5.1 g krdvs en beddmning i fem
steg och Al-systemet behover uppfylla samtliga:

1. Har Al-systemet slappts ut pa marknaden, tagits i bruk eller anvénds det?
2. Ar Al-systemet baserat pa "biometriska uppgifter”?

3. Ar Al-systemet ett "system for biometrisk kategorisering” enligt definitionen
i artikel 3.40?7

105. Al-férordningen, art. 5.1 g.

106. Artikel 29-arbetsgruppen, yttrande 3/2012 om utvecklingen inom biometrisk teknik, WP193, 27
april 2012, s. 6.

107. Artikel 29-arbetsgruppen, Riktlinjer for automatiserat individuellt beslutsfattande och profilering
enligt forordning 2016/679, WP251rev.01, 6.2.2018, s. 7. Se dven GDPR, art. 4.4.
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4. Kategoriserasindivider med hjalp av detta " system for biometrisk kategorisering”?

a. Ar det priméra syftet med Al-systemet att “dela in fysiska personer i sirskilda
kategorier pa grundval av deras biometriska uppgifter”?

5. Anvands Al-systemet for att "harleda eller dra slutsatser om deras ras, politiska
asikter, medlemskap i fackforeningar, religidsa eller filosofiska dvertygelse, sexliv
eller sexuella laggning”?

Utanfor forbudets omfattning, men som betraktas som hogrisk enligt bilaga Il
punkt 1. b:

» “[M]arkning eller filtrering av lagligen forvarvade biometriska dataset, sdsom
bilder, grundat pa biometriska uppgifter eller kategorisering av biometriska
uppgifter pa omradet for brottsbekdampning.'%

» Biometrisk kategorisering som ar "extrafunktion till en annan kommersiell
tjanst och ar strikt nddvandigt av objektiva tekniska skal."'%

Observera att sadan anvandning fortfarande kan vara férbjuden enligt GDPR och data-
skyddsdirektivet for brottsbekdmpning (LED) om antingen syftet med behandlingen
inte ar lagligt eller om intranget i manniskors grundlaggande rattigheter pa grund
av behandlingen av biometriska uppgifter inte ar nédvandigt och proportionerligt.

2.7.2. Likabehandlingsorganens och nationella
manniskordttsstrukturer roll nar det gdller att hantera
forbud relaterade till biometrisk kategorisering

» Samla bevis for diskrimineringsskador pa grund av biometrisk kategoriser-
ing och dela dem med MSA och Europeiska kommissionen for att bidra till
den arliga utvdrderingen av artikel 5 och bilaga Ill, i enlighet med artikel
112, genom konkreta exempel. | synnerhet kan likabehandlingsorgan
och nationella manniskorattsstrukturer samarbeta med civilsamhalles-
organisationer och marknadskontrollmyndigheter for att agna sarskild
uppmarksamhet at hogriskanvandning inom brottsbekampning, som
registreras i den icke-offentliga versionen av databasen 6ver Al-system med
hog risk (se artikel 49).

108. Al-férordningen, art. 5.1 g.
109. Al-férordningen, art. 3.40.
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2.8. Biometrisk identifiering pa distans

2.8.1. Sammanhang och relevans

Al-férordningen behandlar fjdrrsystem for biometrisk identifiering (RBI)'"® med en
kombination av olika artiklar. Enligt bilaga Ill punkt 1 a betraktas alla RBI-system'"' som
artillatna enligt nationell lagstiftning eller unionslagstiftning som Al-system med hog
risk. Eftersom RBI-system behandlar biometriska uppgifter, vilket “utgor under alla
omstandigheter ett allvarligt intrang [i de rattigheter som garanteras i EU-stadgan]’,'™2
krdvs en rattslig grund for att tilldta ett sddant ingrepp. Ansiktsigenkdnning och
rostigenkdnning ar tva vanliga exempel pa RBI-system. Anvandning av biometrisk
identifiering fér andra andamal an brottsbekdampning ar redan allmant forbjuden.'

For brottsbekampande andamal ar ett "allmanna klausulen i artikel 10 i brotts-
datadirektivet inforlivas direkt i nationell ratt”'* inte tillrackligt for att faststalla
en rattslig grund. Al-férordningen ger inte heller ndgon réattslig grund for sddana
ingrepp.'”® Behandling av biometriska uppgifter, inklusive genom RBI-system for
brottsbekdampning, ar sdledes forbjuden i EU-landerna om inte en sarskild rattslig
grund har faststallts. Atminstone tva lander, Nederldnderna'' och Italien'"” har 4nnu
inte infort ndgon sadan réattslig grund.

RBI-system i realtid

Al-forordningen gor atskillnad mellan RBI-system i realtid och RBI-system for efter-
behandling.® Det senare definieras som alla RBI-system som inte ar realtidssystem.
Anvandningen av RBI-system i realtid kan "kan skapa en kansla av konstant dvervak-
ning och indirekt avskrdcka frdn utévande av métesfrihet och andra grundldggande

110. Al-forordningen, art. 3.41: "fijarrsystem for biometrisk identifiering’ (RBI) &r ett Al-system for iden-
tifiering av fysiska personer, utan deras aktiva medverkan, vanligtvis pa distans genom jamforelse
av en persons biometriska uppgifter med de biometriska uppgifter som finns i en referensdatabas”.
Se aven Al-férordningen, art. 3.35 och Riktlinjer for forbud enligt Al-forordningen, punkt 306.

111. Sadana system kan omfatta fjarrsystem for ansiktsigenkanning, fjarrsystem for réstigenkanning,
system for igenkanning av gangstil osv.

112. EDPB (2022), Riktlinjer 05/2022 om anvandning av teknik for ansiktsigenkanning pa brottsbekamp-
ningsomradet, s. 5.

113. Al-férordningen, skl 39. Se aven GDPR, art. 9.1 och EUDPR, art. 10.1.

114. EDPB (2022), Riktlinjer 05/2022 om anvandning av teknik for ansiktsigenkanning pa brottsbekamp-
ningsomradet, s. 5.

115. Al-férordningen, skal 38.

116. Gali¢ M.och StevensL.(2023),"Regulating police use of facial recognition technology in the Netherlands:
The complex interplay between criminal procedural law and data protection law’, New Journal of
European Criminal Law 14(4), 459-78, tillganglig pa https://doi.org/10.1177/20322844231212834,
hamtad den 10 november 2025.

117. Garante per la protezione dei dati personali” (2021), Riconoscimento facciale: Sari Real Time non
é conforme alla normativa sulla privacy’, tillganglig pd www.garanteprivacy.it/home/docweb/-/
docweb-display/docweb/9575842, hdmtad den 10 november 2025.

118. Al-forordningen, art. 3.42 och 43. Art. 3.42 anger att "system for biometrisk fjarridentifiering i realtid:
ett system for biometrisk fijarridentifiering dér infangning av biometriska uppgifter, jamférelse och
identifiering sker utan betydande drdjsmal, som omfattar inte bara omedelbar identifiering utan
dven begransade korta fordrojningar for att undvika kringgaende”.
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réittigheter” och kan leda till diskriminering med avseende pa alder, etnicitet, ras,
kon eller funktionshinder.™®

For att ta itu med detta problem forbjuds i artikel 5.1 h RBl i realtid i allméant tillgang-
liga utrymmen for brottsbekdmpande dndamdl. Detta innebér att forbudet inte bara
galler nar brottsbekdmpande myndigheter'? anvander RBl i realtid. Det géller ocksa
om ndgon annan enhet, till exempel ett kollektivtrafikforetag eller en idrottsférening,
anvander det for brottsbekampande andamal, vilket kommer att vara fallet om en
brottsbekdampande myndighet delegerar utplaceringen till dem.'?' Med avseende
pa detta forbud galler Al-férordningen som lex specialis for artikel 10 LED.'??

For att bedoma om ett Al-system omfattas av artikel 5.1 h krdvs en beddmning i fem
steg och Al-systemet behdver uppfylla samtliga:

1. Ar Al-systemet ett RBI-system enligt artikel 3.41?

2. Anvands RBI-systemet?

» Detta innebar att forbudet endast galler for de som tillhandahaller systemet
(och inte leverantorer som i fallet med andra forbud).

3. Anvands RBI-systemet i “allmant tillgangliga platser”?
4. ArRBl-systemet "i realtid”?
5. Anvands RBI-systemet i realtid for brottsbekdmpande dandamal?

Detta forbud ar dock inte slutgiltigt. Anvdandning av RBI-system i realtid for brotts-
bekdampande dndamal kan tilldtas om det ar absolut nédvéandigt i foljande fall:

1. Riktad s6kning efter offer for tre specifika allvarliga brott'?® och férsvunna personer.

2. Awvédrjande av 6verhdangande hot mot liv eller fysisk sakerhet eller ett verkligt
hot om terroristattacker.

3. Lokalisering eller identifiering av misstdankta och garningsman for vissa brott.'?

Al-férordningen ger inte nagon rattslig grund for sddan anvandning. | dessa undan-
tagsfall far RBI i realtid for brottsbekdmpande andamal endast anvdandas om

» en nationell lag antas som ger en rattslig grund fér RBI i realtid och tillater ett
eller flera av de tre fallen

119. Al-férordningen, skal 32. (var kursivering)

120. Al-férordningen, art. 3.45.

121. Al-férordningen, art. 3.46: "brottsbekdampning” avser verksamhet som bedrivs av brottsbekam-
pande myndigheter eller for deras rakning for att forebygga, utreda, avsloja eller lagfora brott eller
verkstélla straffrattsliga pafoljder, inbegripet att skydda mot och férebygga hot mot den allméanna
sakerheten.

122. Al-férordningen, skal 38.

123. De tre allvarliga brotten &r bortférande, manniskohandel och sexuellt utnyttjande av manniskor.

124. Al-férordningen, art. 5.1 h (iii): Brotten omfattas av tillampningsomradet om de uppfyller bada
villkoren: (1) de ar fortecknade i bilaga Il till Al-férordningen, och (2) de ar " dessa brott i den berérda
medlemsstaten kan leda till fangelse eller annan frihetsberévande atgard under en langsta tids-
period pa minst fyra ar”.
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» en konsekvensbeddmning avseende grundlaggande rattigheter (FRIA) i enlighet
med artikel 27 for att bedéma nédvandighet och proportionalitet har utforts
av den brottsbekdmpande myndigheten (LEA).'*

» Forvarje anvandning, om en LEA (eller en enhet for deras rakning) vill anvédnda
RBI i realtid, maste LEA™®

- fa etttillstand fran en rattslig eller oberoende administrativ myndighet vars
beslut ar bindande i det specifika EU-landet (utom i nodsituationer da ett
godkdnnande i efterhand kravs)

« meddela marknadskontrolimyndigheten (MSA) och dataskyddsmyndigheten
(DPA)

« lagga till anvdandningsinformationen i den icke-offentliga EU-databasen
i enlighet med artikel 49.4.

» DPA och MSA bér lamna in en arlig rapport till Europeiska kommissionen
med notering av frekvensen osv. av anvandningen av RBl i realtid i deras land.
De kan valja att lamna in en gemensam rapport.’?’

» Baserat pa rapporterna fran DPA:er och MSA:er i EU-ldanderna bor Europeiska
kommissionen publicera arsrapporter.'?

Om en nationell lag faststalls for att ge en rattslig grund kommer reglerna for Al-system
med hdg risk att galla for sddan anvandning i brottsbekdampande dndamal.

Om en nationell lag inte faststaller en rattslig grund fér anvandning av RBI i realtid,
vilket forst kraver en rattslig grund for behandling av biometriska uppgifter, finns det
ett generellt forbud, med verkan fran och med den 2 februari 2025, mot anvandning
av RBlirealtid pa allman plats i brottsbekdmpande andamal. Medlemslanderna har
ingen tidsfrist for att anta en sadan nationell lag. Vid tidpunkten for denna rapport
har inget EU-land antagit ndagon sadan nationell lag. EU-landerna kan stodja ett
generellt forbud genom att inte anta nagon nationell lag i detta avseende.

Sammanfattningsvis ar RBI-system i realtid forbjudna savida de inte tillats for brotts-
bekdampande andamal genom en nationell lag som tilldter anvandning for specifika
andamal, med kontroller av deras proportionalitet och nddvandighet eftersom sadan
anvandning inkraktar pa en rad grundldggande réttigheter, inklusive rétten att inte
utsattas for diskriminering.

Viktigt mal i Europeiska domstolen for de manskliga rattigheterna:
Glukhin mot Ryssland —nr 11519/20 (2023)

Under rutinmassig overvakning av internet upptackte polisen fotografier
och en video av kdaranden under en solodemonstration i Moskvas tunnelbana
som publicerats pa en offentlig Telegram-kanal. Enligt karanden anvande polisen
teknik for ansiktsigenkanning for att identifiera honom genom skarmdumpar fran
kanalen, samlade in videoinspelningar fran 6vervakningskameror installerade

125. Al-férordningen, art. 5.2.
126. Al-férordningen, art. 5.2-5.
127. Al-férordningen, art. 5.6.
128. Al-férordningen, art. 5.7.
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pa stationer i Moskvas tunnelbana som han hade passerat och anvédnde - flera
dagar senare - teknik for ansiktsigenkanning i realtid for att lokalisera och gripa
honom nar han fardades i tunnelbanan.

De olika skarmdumparna anvdandes som bevisning i ett forvaltningsrattsligt
forfarande av straffrattslig karaktar mot kdaranden, som démdes.

Europeiska domstolen for de manskliga rattigheterna fann att det skett en krank-
ning av artiklarna 10 och 8.

Anvandningen av ansiktsigenkanningsteknik i administrativa forfaranden for
attidentifiera, lokalisera och gripa en fredlig demonstrant kan ha en hammande
effekt pa yttrande- och motesfriheten (artikel 10). Vid implementering av ansikt-
sigenkdnningsteknik finns det ett behov av féljande:

» Detaljerade bestammelser om atgardernas omfattning och tillampning.
» Starka skyddsatgarder mot risken for missbruk och godtycklig hantering.

Domstolen fann att detta 6kade nar teknik fér ansiktsigenkanning anvandes och
daven om domstolen inte uteslét anvandningen av sadan teknik 6verhuvudtaget
fann domstolen att i Glukhins fall uppfyllde anvandningen av tekniken for att
hitta, lokalisera och gripa honom inte ett "trangande socialt behov” och kunde
inte anses vara "nédvandig i ett demokratiskt samhalle”.

Faktablad fran domstol gallande mal om ny teknik

Fjarrsystem for biometrisk identifiering
(RBI-system) for efterbehandling

RBI-system som inte ar forbjudna, varken i Al-forordningen eller i ndgon annan
nationell lag eller unionslag, betraktas som hog risk. Per definition omfattar dessa
alla RBI-system for efterbehandling (utéver de tilldtna RBI-systemen i realtid) som
ar tilldtna enligt nationell lagstiftning eller unionslagstiftning.

Alla regler for Al-system med hog risk géller for dessa RBI-system for efterbehandling.
Brottsbekdmpande myndigheters anvandning av RBI-system for efterbehandling
innebér en ytterligare skyldighet for de som tillhandahaller systemen.

De som tillhandahaller RBI-system for efterbehandling "for malinriktad sdkning, [alltsa
for att lokaliseral, av en person som misstdnks ha begatt ett brott eller som har domts
for att ha begatt ett brott”'> maste inhdmta tillstand fran en rattslig eller oberoende
administrativ myndighet vars beslut dr bindande i det specifika EU-landet. Sadant
tillstand ska inhamtas fére varje anvdandning av systemet, dock minst 48 timmar
fore. Varje sddan anvandning ska "begransas till vad som &r absolut nédvandigt for
att utreda ett specifikt brott”3°

129. Al-férordningen, art. 26.10.
130. Al-férordningen, art. 26.10.
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2.8.2. Likabehandlingsorganens och andra nationella
manniskorattsstrukturer roll nar det galler att hantera
forbud mot biometrisk identifiering pa distans
» Uppmuntra regeringar att uppratthalla ett generellt forbud mot anvandning
av RBI-system i realtid for brottsbekampande dandamal.

Page 40 » Europeiska riktlinjer om Al och algoritmdriven diskriminering



3. Al-system med hog risk

3.1. Klassificering av Al-system med hog risk

3.1.1. Sammanhang och relevans

| artikel 6 faststalls reglerna for att klassificera Al-system med hog risk som omfattas av
Al-férordningen. Av sdrskild betydelse for likabehandlingsorgan ar de tillampningar
som fortecknas i bilaga Ill och som omfattar:

» Biometri™'

» Kritisk infrastruktur (digital infrastruktur, vagtrafik, vatten-, gas- och
elforsorjning)'?

v

Utbildning och yrkesutbildning'3

v

Anstillning, arbetsledning och tillgang till egenféretagande'*

131. Al-férordningen, bilaga Ill punkt 1 och skal 54.
132. Al-férordningen, bilaga Ill punkt 2 och skal 55.
133. Al-férordningen, bilaga Ill punkt 3 och skal 56.
134. Al-férordningen, bilaga Ill punkt 4 och skal 57.
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» Tillgéng till och atnjutande av viktiga privata tjanster och viktiga offentliga
tjanster och formaner (t.ex. socialomsorg, kreditbedémning, forsakring, hélso-
och sjukvard, raddningstjanst)'s

» Brottsbekampning'¢

» Migration, asyl och gréanskontroll'*’

» Réttskipning och demokratiska processer.’®

| skalen i Al-férordningen som rér dessa omraden betonas att riskbegreppet inte
ar begransat till tekniska egenskaper utan ar nara knutet till det samhalleliga sam-
manhanget och det varnas for risken att man forstarker strukturella ojamlikheter.

Jamfort med andra Al-system omfattas Al-system med hdog risk av fler krav pa
dokumentation, kvalitetssdkring och transparens, vilka alla ar skyddsatgarder mot
diskriminering.

Leverantodrer av Al-system inom dessa omraden kan dock vilja att inte betraktas som
hogriskleverantérer om de anser att deras specifika fall inte utgor en "betydande risk”
(se nedan). Pa sa satt behover leverantorer som valjer att undantas fran att betraktas
som hog risk inte uppfylla hogriskkraven.

Undantag baseras pa leverantorernas sjalvutvarderingar och de ar inte skyldiga att
offentliggdra denna utvardering (se nedan). Detta innebar en risk for att vissa oregle-
rade Al-system med hog risk felaktigt kommer att anvandas som system utan hog risk.

Reglerna for Al-system med hog risk gallande Al-system som hanfor sig till omraden
som anges i bilaga Ill trader i kraft i augusti 2026. Al-byran férvantas ta fram riktlinjer
for klassificering av Al-system som hog risk senast den 2 februari 2026.'* Riktlinjerna
bor innehalla ” praktiska exempel pa fall av anvdandning av Al-system som medfor
hdg risk och fall av anvandning som inte medfor hog risk”'*° Enligt artikel 6.6-8 om
klassificeringsregler for Al-system med hog risk far delegerade akter lagga till, ta
bort eller andra villkoren i artikel 6.3, men "far inte sdnka den allménna skyddsniva
for hdlsa, sakerhet och grundlaggande rattigheter”.™’

Betydande risk och undantagsklausuler

Aven om begreppet "betydande risk” inte definieras i Al-férordningen kan det tolkas
som att det har en negativ inverkan pa grundldaggande rattigheter, daribland “ratten
till mansklig vardighet, respekt for privat- och familjeliv, skydd av personuppgifter,
yttrande- och informationsfrihet, motes- och foreningsfrihet, ratten att inte diskrimi-
neras, ratten till utbildning, konsumentskydd, arbetstagares rattigheter, rattigheter
for personer med funktionsnedsattning, jdmstdlldhet mellan kvinnor och man,
immateriella rattigheter, ratten till ett effektivt rattsmedel och till en opartisk domstol,

135. Al-férordningen, bilaga Ill punkt 5 och skal 58.
136. Al-férordningen, bilaga Ill punkt 6 och skal 59.
137. Al-forordningen, bilaga lll punkt 7 och skal 60.
138. Al-férordningen, bilaga Ill punkt 8 och skal 61.
139. Al-férordningen, art. 6.5.

140. Ibid.

141. Al-férordningen, art. 6.8.
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ratten till forsvar och oskuldspresumtion samt ratten till god férvaltning”,'*? barns
rattigheter och ratten till en hg miljoskyddsniva.'* | bedémningen kan hdnsyn tas
till hur allvarlig skadan ar och hur sannolikt det ar att den intraffar.

| synnerhet maste "betydande risk” bedémas med beaktande av de fyra villkoren,
varav leverantdrerna av Al-system kan dberopa vilket som helst av dem for att
omfattas av undantag:'

a.

Al-systemet ar avsett att utfora en sndv processuell uppgift (t.ex. ett Al-system
som klassificerar inkommande dokument i kategorier).

Al-systemet dr avsett att forbattra resultatet av en tidigare genomférd mansklig
aktivitet (t.ex. ett Al-system som ar avsett att forbattra spraket i tidigare upprat-
tade dokument).

Al-systemet ar avsett att upptacka beslutsmonster eller avvikelser fran tidigare
beslutsmonster och dr inte avsett att ersatta eller paverka den tidigare genom-
forda manskliga bedomningen, utan korrekt ménsklig granskning (till exempel
ett Al-system som "givet ett visst betygsmonster for en larare kan anvandas for
att i efterhand kontrollera om lararen kan ha avvikit fran betygsmonstret for att
flagga for potentiella oregelbundenheter eller anomalier”).

Al-systemet dr avsett att utfora en forberedande uppgift fér en bedomning som
ar relevant for de anvandningsfall som anges i bilaga Il (till exempel Al-system
som anvands for Oversattning av ursprungliga dokument).

"Profilering”'* enligt definitionen i EU:s dataskyddslagstiftning betraktas redan som
en "betydande risk”. Al-system som omfattas av bilaga Ill och som utfor profilering
anses alltid utgora en hog risk.™¢

Konsekvenser av undantag fran hogriskordningen for Al-system

1.

Om leverantorer av Al-system sjalva véljer att bli undantagna ar de skyldiga att

« dokumentera sin beddmning om undantag for Al-systemet innan det slapps
ut pa marknaden eller tas i bruk

« registrera sitt system i EU-databasen pa grundval av artikel 49.2 och artikel 71
med den information som kravs enligt avsnitt B i bilaga VIIl. Den information
som kravs ar mindre detaljerad an den som kravs enligt avsnitt A i bilaga VIl (i
enlighet med artikel 49.1) for system som anses vara hog risk. Informationen
omfattar dock “det eller de villkor enligt artikel 6.3 som ligger till grund for
beddmningen att Al-systemet anses vara utan hog risk”.'

142. Al-forordningen, skal 48 (vdr kursivering).

143. EU-stadga, art. 37.

144. Al-forordningen, art. 6.3 och skal 53. Dessa villkor hindrar inte att ett Al-system forbjuds.
145. GDPR, art. 4.4 och dataskyddsdirektivet for brottsbekampning, art. 3.4.

146. Al-férordningen, art. 6.3 tredje punkten.

147. Bilaga VIII, avsnitt B (6).
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2. Leverantorer av Al-system ar inte skyldiga att offentliggora sin sjélvutvardering.
De ombeds dock att pa begéran av de nationella behériga myndigheterna
tillhandahalla dokumentation av utvarderingen.'*

3. Marknadskontrollmyndigheten (MSA) kan genomféra utvarderingar av Al-systemen
for att beddma om Al-systemen &r hog risk och krdva att leverantoren vidtar
korrigerande atgarder.'® MSA kan dessutom bétfélla leverantdren for att ha
felklassificerat Al-systemet som icke hog risk for att kringga Al-férordningen.'*°
(Se artikel 77.)

Problem med riskbegransningsmetoder

Kombinationen av sjalvutvardering for undantag, avsaknaden av en definition av
begreppet "betydande risk” och de villkor fér undantag som anges i artikel 6.3 innebér
enrisk for att leverantérer kommer att dgna sig at "riskbegransningsmetoder”, dvs. att
undanta sig sjalva fran hogriskordningen trots att deras system utgor en betydande
risk, och darmed undga de skyldigheter som faststallts for Al-system med hog risk.

Den nuvarande avsaknaden av en omfattande lista med praktiska exempel forvarrar
denna risk. Exempelvis kan Al-system som anvands for att analysera CV:n,'*! vilket kan
paverka vem som far komma pa intervju, undvika reglering om de anses vara en snav
processuell uppgift eller en preliminar uppgift. Detsamma galler for ett Al-system
som anvands for att Oversatta dokument i samband med asylansékningar. Sadana
system kan fungera daligt for vissa sprak, vilket leder till missforstand och negativa
effekter for de asylsdkande.'*? Likabehandlingsorgan och nationella manniskoratt-
sinstitutioner kommer darfor att spela en viktig roll for att sakerstalla att Al-system
med hog risk inte kringgar férordningen. De bér utforma de kommande riktlinjerna
och delegerade akterna.

148. Al-forordningen, art. 6.4. Likabehandlingsorgan anses inte vara nationella beh6riga myndigheter
enligt artikel 6.4 i Al-forordningen. Likabehandlingsorgan har dock méjlighet att fa tillgang till
samma information med stod av Al-férordningen, art. 77. Dessutom ger Direktiv om standarder art.
8 dem utredningsbefogenheter och ratt att fa tillgang till information for att fullgora sitt uppdrag.

149. Al-férordningen, art. 80.1-2.

150. Al-férordningen, art. 80.7.

151. HrFlow.ai, tillgénglig pé https://hrflow.ai/parsing/, hamtad den 12 november 2025.

152. Bhuiyan J. (2023), “Lost in Al translation: growing reliance on language apps jeopardizes some
asylum applications’, The Guardian, tillganglig pa www.theguardian.com/us-news/2023/sep/07/
asylum-seekers-ai-translation-apps, hdamtad den 10 november 2025.
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3.1.2. Likabehandlingsorgan och nationella
manniskorattsstrukturer roll nar det galler klassificering
av Al-system med hog risk

» Beddma den information som tillhandahalls i sjalvutvarderingarna av
leverantorer som valjer att inte omfattas av hogriskordningen, for att fast-
stalla om den information som tillhandahalls mo&jliggor en korrekt analys
av konsekvenserna for likabehandling och diskriminering.

» Sammanstélla en forteckning over Al-system vars leverantorer har valt
att inte omfattas av hogriskordningen enligt artikel 6.3, men som utgor
en betydande risk. Sddana exempel kan hamtas fran EU-databasen over
Al-system med hdg risk,'** klagomal som inkommit till likabehandlingsorgan
och information som erhallits genom samarbete med organisationer i det
civila samhallet (CSO:er) (se Samarbete).

» Publicera denna lista och kommunicera den direkt till marknadskontroll-
myndigheter (MSA), dataskyddsmyndigheter (DPA) och EU-kommissionen
for att 6ka medvetenheten och bidra till EU-kommissionens riktlinjer.

» Tafram vdgledning om hur Al-system kan utgdra en betydande risk for lika-
behandling och diskriminering. Denna vagledning kan tas fram pa grundval
av den ovan ndmnda listan med exempel.

» Likabehandlingsorgan bor samarbeta med MSA och bista dem nér de
utvdrderar huruvida ett Al-system som har undantagits fran hdgriskordningen
utgor en betydande risk for att en persons grundlaggande rattigheter kranks.

3.2. Andringar i listan 6ver anvandningsfall med hog risk

3.2.1. Sammanhang och betydelse
Artikel 7 ger Europeiska kommissionen befogenhet att anta delegerade akter i syfte att

1. laggatill eller andra anvandningsfall for Al-system med hdg risk som fortecknas
i bilaga Ill,"** och

2. tabort Al-system med hdg risk som fortecknas i bilaga [11.7%°

For att forsta skillnaden mellan dessa tva mojligheter kan det vara till hjalp att titta
pa ett exempel fran bilaga II:"¢

Anstallning, arbetsledning och tillgéng till egenféretagande:

(a) Al-system som &r avsedda att anvandas for rekrytering eller urval av fysiska personer,
sarskilt for att Iagga ut riktade platsannonser, analysera och filtrera jobbansokningar
och utvérdera kandidater.

153. Det ar oklart om likabehandlingsorgan kommer att ha tillgang till den icke-offentliga delen av
databasen.

154. Al-forordningen, art. 7.1 forsta stycket.

155. Al-forordningen, art. 7.3 forsta stycket.

156. Al-forordningen, bilaga Ill punkt 4.
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(b) Al-system som &r avsedda att anvandas for att fatta beslut som paverkar villkoren
for arbetsrelaterade relationer, befordran eller avslutande av arbetsrelaterade
avtalsforhallanden, for att fordela uppgifter pa grundval av individuellt beteende,
personlighet eller personliga egenskaper eller for att Overvaka och utvardera pre-
stationer och beteende hos personer i sadana férhallanden.

| detta exempel anses ett Al-system utgdra en hog risk inom omradet “Anstélining,
arbetsledning och tillgang till egenforetagande” fér tva anvandningsfall i styckena
aochb.

Lagg till eller andra anvandningsfall med hog risk

| en delegerad akt kan kommissionen dndra ndgot av anvandningsfallen i styckena
a och b, eller Idgga till nya anvandningsfall genom att lagga till stycke c, d osv. till
de Al-system som har "en negativ inverkan pa de grundlaggande rattigheterna, och
den risken &r likvardig med eller storre dn den risk for skada eller negativ inverkan
som de Al-system med hog risk som redan anges i bilaga lll utgor”'>” Kommissionen
kan dock inte ldgga till ett nytt omrade utdver de dtta omrdden som anges som
Al-system med hog risk i bilaga Ill.

Ta bort anvdndningsfall med hog risk

Om kommissionen i en delegerad akt anser att anvandningen av Al-system inom omradet
" Anstallning, arbetsledning och tillgang till egenféretagande”inte langre utgér ndgon
betydande risk eller férsamrar skyddet av grundlaggande rattigheter, hélsa eller séker-
het,'*8, kan de Al-system som anvands inom detta omrade och alla anvéndningsfall tas
bort fran bilaga ll.

For att lagga till eller andra anvandningsfall och ta bort Al-system med hog risk fran
bilaga Il maste kommissionen ta hdnsyn till manga kriterier. Dessa inkluderar'>?®

» "karaktar och omfattningen av de sarskilda kategorier av personuppgifter
som behandlas”

» “mojligheten for en médnniska att asidosatta ett beslut eller rekommendationer
[fran ett Al-system] som kan leda till potentiell skada”

» aktuella bevis eller "betydande farhagor néar det galler sannolikheten” for att
ett Al-system har haft en negativ inverkan pa de grundlaggande réttigheterna,
pavisade "genom rapporter eller dokumenterade anklagelser som lamnats till
nationella behériga myndigheter eller genom andra rapporter”

» potentiell negativ inverkan pa de grundlaggande rattigheterna “sarskilt i fraga
om intensitet och férmaga att paverka flera personer eller att oproportionerligt
paverka en viss grupp av personer”

» beroendets omfattning: “personer som potentiellt skadas eller drabbas av en
negativ inverkan ar beroende av det resultat som produceras med ett Al-system”
pa grund av bristande praktisk genomforbarhet eller réttsliga skal som gor att
det "inte ar rimligt mojligt att vdlja bort detta resultat”

157. Al-forordningen, art. 7.1 b.
158. Al-férordningen, art. 7.3 a och b.
159. Al-férordningen, art. 7.2.
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» maktobalans: "de personer som potentiellt skadas eller drabbas av en negativ
inverkan befinner sig i en utsatt position i férhallande till den som anvander
ett Al-system, sarskilt pa grund av status, auktoritet, kunskap, ekonomiska eller
sociala omstandigheter eller alder”

» mojlighet att korrigera eller upphava ett resultat som produceras av ett Al-system
dar "resultat som har en negativ inverkan pa hélsa, sakerhet eller grundldggande
rattigheter inte ska anses vara latta att korrigera eller upphdva” och

» om befintlig unionsrétt (inte nationell ratt) tillhandahaller "effektiva dtgarder for
gottgorelse i forhallande till de risker som ett Al-system utgoér, med undantag
for skadestandsansprak” och “effektiva atgarder for att forebygga eller vasentligt
begradnsa dessa risker”.

Dessa kriterier visar tydligt att de grundlaggande réttigheterna, inklusive ratten att
inte utsattas for diskriminering, ar centrala for alla @ndringar av bilaga Ill.

3.2.2. Likabehandlingsorgan och nationella
manniskorattsstrukturer roll nar det galler andringar
i listan over anvdndningsfall med hog risk

» Dokumentera och publicera rapporter som belyser Al-systemens negativa
inverkan pa de grundldaggande rattigheterna. Sadana rapporter bor skilja
mellan foljande:

1. Al-system som redan anses utgdra en hdog risk i bilaga Ill.

2. Anvandningsomraden som dnnu inte fortecknats i bilaga lll, inklusive de
som dr undantagna enligt artikel 6.3.

Bevisen for (1) understryker vikten av att behalla omradena med Al-system
med hog risk i bilaga lll och inte ta bort dem. Bevisen for (2) understryker
behovet av att andra eller lagga till anvandningsfall i bilaga lll. For (2) bor
likabehandlingsorgan prioritera Al-system som anvands dar det rader
en maktobalans mellan de som anvander systemen, till exempel offent-
liga myndigheter, och de berdrda personerna, dar manniskor inte har
mojlighet att valja att inte anvanda systemen (till exempel ett lands migra-
tionshantering eller socialforsakringssystem) och dar resultatet av beslut
som skadar de grundlaggande rattigheterna inte enkelt kan upphavas.
Sadana rapporter kan baseras pa bevis som samlats in av civilsamhalles-
organisationer, sarskilt om system som annu inte finns fértecknade i bilaga
Il Civilsamhallesorganisationer kan ocksa vara till hjalp nar det galler att
identifiera prioriterade omraden for forskning och utredning.

» Skicka dessa rapporter till de nationella behériga myndigheterna i
medlemslanderna, for att 6ka medvetenheten, samt till Europeiska kom-
missionen sa att de beaktas nar kommissionen planerar att utarbeta och
anta delegerade akter.
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» Genomfora eller bestalla forskning som belyser bristerna i unionsratten
"forebygga eller avsevart minimera”'® diskrimineringsrisker pa grund av
anvandning av Al-system och for att tillhandahalla effektiva prévnings-
mekanismer for berérda personer i forhallande till de risker som ett Al-system
utgor, vilket ar ett av de kriterier som kommissionen maste beakta. Sadan
forskning skulle kunna bedrivas i samarbete mellan olika likabehandling-
sorgan, genom en eventuell samordning av det europeiska natverket for
likabehandlingsorgan (Equinet).

3.3. Krav pa riskhanteringssystem

3.3.1. Sammanhang och relevans

Enligt artikel 9i Al-férordningen ska leverantdrer av Al-system med hog risk inrétta,
genomfdra, dokumentera och uppratthalla ett riskhanteringssystem “under hela
livscykeln for ett Al-system med hog risk, med krav pa regelbunden och systematisk
Oversyn och uppdatering”'®' Detta bor omfatta

» "identifiering och analys av de kdnda och rimligen forutsebara risker”s? av-
seende de grundlaggande rattigheterna, sarskilt “negativa konsekvenser
for personer under 18 ar och, i férekommande fall, andra utsatta grupper”,'s®
samt utvardering av risker som uppstar efter driftsattning’s*

» "antagande av lampliga och riktade riskhanteringsatgarder utformade for att
hantera de risker som identifierats”'® sa att “den totala kvarvarande risken i
Al-systemen med hog risk beddms vara acceptabla”'® Dessa atgarder omfattar

« "[elliminering eller minskning av risker som identifierats och utvarderats ... som
tekniskt mojligt genom lamplig konstruktion av Al-systemet med hdg risk™'¢”

« "genomférande av lampliga begrdansnings- och kontrollatgarder for att
hantera risker som inte kan elimineras”.'s®

« transparens och information till tillhandahallare.'®

Det ar viktigt att understryka att artikel 9 endast avser risker "som rimligen kan begran-
sas eller elimineras genom utveckling eller utformning av Al-systemet med hog risk
eller tillhandahallande av adekvat teknisk information”'”® Artikel 52.1 i EU-stadgan om
de grundlaggande rattigheterna foreskriver dock att “[v]arje begransning i utévandet
av de rattigheter och friheter som erkdnns i denna stadga ska vara foreskriven i lag

160. Al-forordningen, art. 7.2 k ii.
161. Al-férordningen, art. 9.1.
162. Al-férordningen, art. 9.2 a.
163. Al-férordningen, art. 9.9.
164. Al-férordningen, art. 9.2 c.
165. Al-férordningen, art. 9.2 d.
166. Al-forordningen, art. 9.5 forsta stycket.
167. Al-férordningen, art. 9.5 a.
168. Al-forordningen, art. 9.5 b.
169. Al-férordningen, art. 9.5 c.
170. Al-férordningen, art. 9.3.
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och forenlig med det védsentliga innehallet i dessa rattigheter och friheter” och att
"[blegransningar far, med beaktande av proportionalitetsprincipen, endast goras
om de ar nédvandiga och faktiskt svarar mot mal av allmant samhallsintresse som
erkdnns av unionen eller behovet av skydd fér andra manniskors rattigheter och
friheter”. Sammantaget ar det mgjligt att det inte ar motiverat att inkludera diskrimi-
neringsskador i riskhanteringssystemen enligt artikel 9 om de inte kan mildras eller
elimineras med tekniska medel. Risker som inte har begransats och som kvarstar
ska dockinga i den tekniska dokumentationen enligt artikel 11 i Al-férordningen.’”
Detta ar sarskilt viktigt eftersom det kanske inte finns nagon acceptabel kvarvarande
diskrimineringsrisk.

Koppling till andra rattsliga ramverk

| artikel 16 i Europaradets ramkonvention foreskrivs ocksa att ett ramverk for risk-
och konsekvenshantering ska antas och uppratthallas. Europaradet har darfor
utvecklat en metod for risk- och konsekvensbeddmning av Al-system med hansyn
till manskliga rattigheter, demokrati och rattsstatsprincipen (HUDERIA) "[for att]
sakerstalla ett enhetligt tillvdgagangssatt for identifiering, analys och utvardering
av risker och konsekvensbedomning av [Al-system] i forhallande till tillgodoseendet
av de manskliga rattigheterna, demokratins funktion och rattsstatens principer”.'”2
Den foreslar ett "graderat och differentierat tillvdagagangssatt avseende atgarder for
identifiering, bedémning, forebyggande och begransning av risker och konsekvenser
som tar hansyn till hur allvarliga och sannolika de negativa konsekvenserna ar for
manskliga rattigheter, demokrati och rattsstatsprincipen samt relevanta kontex-
tuella faktorer”, genom en kontextbaserad riskanalys, en process for att engagera
intressenter, en risk- och konsekvensbedémning och en begransningsplan; och den
kraver iterativ Oversyn. Det ar dock varken ett rattsligt bindande instrument eller
en kélla till tolkningsvagledning i forhallande till ramkonventionen, och det &r inte
obligatoriskt att folja Huderia for att uppfylla skyldigheterna enligt konventionen.

171. Al-férordningen, art. 11 och bilaga IV, punkt 2 g och 3.

172. Europaradets kommitté for artificiell intelligens (2022), Outline of Huderia risk and impact assessment
methodology, Strasbourg, tillganglig pa https://rm.coe.int/cai-bu-2022-03-outline-of-huderia-risk-
and-impact-assessment-methodolo/1680a81e14, hdmtad den 10 november 2025; och Europaradets
kommitté for artificiell intelligens (2024), "Methodology for the risk and impact assessment of
artificial intelligence systems from the point of view of human rights, democracy and the rule
of law (Huderia methodology)’, Europaradet, Strasbourg, tillganglig pa https://rm.coe.int/cai-
2024-16rev2-methodology-for-the-risk-and-impact-assessment-of-arti/1680b2a09f, hamtad den
10 november 2025.
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3.3.2. Likabehandlingsorgan och nationella
manniskorattsstrukturer roll nar det géller krav pa
riskhanteringssystem

» Samarbeta med rattslarda for att klargéra om diskrimineringsskador omfat-
tas av artikel 9, med tanke pa hanvisningarna till acceptabel kvarvarande
risk och risker som kan hanteras med tekniska medel. Ett sadant samarbete
kommer att vara vardefullt fram till dess att det finns en rattsligt bindande
tolkning fran EU-domstolen.

» Utarbeta en tillfallig vagledning om nédvéandigheten av att inkludera risken
for diskriminering i riskbedémningen enligt artikel 9. Denna vdgledning
kan innefatta krav pa att forklara identifieringen av risken, utvarderingen
av risken och antagandet av lampliga riskhanteringsatgarder.

» Den tillfalliga vagledningen bor klargora att dven om de identifierade
diskrimineringsriskerna i Al-systemet med hdg risk inte kan minskas, bor
de ingad i den tekniska dokumentationen.

3.4. Datastyrningskrav

3.4.1. Sammanhang och relevans

Data ar en integrerad del i utvecklingen av Al-system. | artikel 10 faststalls skyldigheter
i frdga om dataférvaltning for leverantdrer av Al-system med hog risk. Leverantorerna
kan utforma sin egen strategi, inklusive teknisk implementering, for att uppfylla
dessa skyldigheter. Oavsett vilket tillvagagangssatt som anvands ar fullgérandet av
dessa skyldigheter nédvandigt men inte tillrackligt for att begransa risken for att
diskrimineras pa grund av Al-system. Detta beror pa att data bara dr en av kéllorna
till bias och diskriminering i Al-system. Al-system kan vara diskriminerande pa grund
av saval algoritmerna som deras utvarderingar.'”

Leverantorer av Al-system med hog risk ar skyldiga att undersdka och vidta "lampliga
atgarder for att upptacka, forebygga och begréansa eventuella biaser”7* i dataupp-
sattningarna'® som sannolikt kommer att “[inverka] negativt pa grundlaggande
rattigheter eller leda till diskriminering som &r forbjuden enligt unionsratten”.'”®
For att uppfylla denna skyldighet ar det viktigt att leverantorerna

» gor "relevanta utformningsval”'”’

173. Shrishak K. (2025), "Bias evaluation, Al-complex algorithms and effective data protection supervi-
sion’, EDPB, tillgdnglig pa www.edpb.europa.eu/our-work-tools/our-documents/support-pool-ex-
perts-projects/ai-complex-algorithms-and-effective-data_en, hdmtad den 10 november 2025.

174. Al-férordningen, art. 10.2 g.

175. Al-férordningen, art. 3.29-33 definierar datauppsattningar inom utbildning, validering och tester.
Al-system kan utvecklas med hjalp av dessa tre datauppsattningar eller med bara en datauppsatt-
ning, beroende pa den specifika tekniken. | vilket fall som helst, baserat pa art. 10.1 och 6, galler
skyldigheternaiart. 10.2-5.

176. Al-férordningen, art. 10.2 f.

177. Al-férordningen, art. 10.2 a.
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» samlar in och anvander data av hog kvalitet som bygger pa valformulerade
antaganden'”®

» sertill att datauppsattningarna ar "tillrackligt representativa”'’® for "de personer
eller grupper av personer med avseende pa vilka Al-systemet for hog risk ar
avsett att anvandas”,'® har ” de egenskaper eller element som ar utmarkande
for just den specifika geografiska, kontextuella, beteendemassiga eller funk-
tionsmassiga situation”®' och

» utfor "relevanta atgarder for datapreparering, sdsom annotation, markning,
rensning”'® osv.

Det ar viktigt att understryka att annotering och markning, som ar en férutsattning
for att manga Al-system ska fungera, ofta laggs ut pa anonyma personer som inte
kommer fran den representativa population dar Al-systemet anvands.'®® Det ar
darfor inte ovanligt att det finns felaktiga markningar i datauppsattningen. | vissa
fall 1aggs rasistiska och nedsattande fraser till under markningsprocessen.'® Detta
problem kan ocksd uppsta i Al-system for allmanna andamal och ndr de anvands
for specifika tillampningar.'® Darfér kan annotering och markning vara en kalla till
bias i data som anvands for att utveckla Al-system.

Aven om det ligger utanfér ramen fér detta arbete att ga in pé de olika tekniska
metoderna for att "upptacka, forebygga och begransa eventuella biaser”'#¢, 1%
ar det viktigt att understryka féljande:

> Al-system dr sociotekniska, och rent tekniska metoder kan inte fullt ut hantera
biaser.’®®

> Attta bort kdnsliga variabler fran datauppsattningen ar inte tillrdckligt eftersom
data vanligtvis har proxys som fortfarande kan bidra till bias.'®

178. Al-férordningen, art. 10.2 d.

179. Al-férordningen, art. 10.3.

180. Ibid.

181. Al-férordningen, art. 10.4.

182. Al-férordningen, art. 10.2 c.

183. C.G. Northcutt et al. (2021), "Pervasive label errors in test sets destabilize machine learning bench-
marks’, tillganglig pa https://labelerrors.com, hamtad den 10 november 2025.

184. Birhane A. och Prabhu V. U. (2021), "Large image datasets: A pyrrhic win for computer vision?” WACV
(2021 IEEE Winter Conference on Applications of Computer Vision), 1536-46; Crawford K. och Paglen
T.(2021), "Excavating Al: The politics of images in machine learning training sets”, Al & SOCIETY 36,
1105-16.

185. Aven om ingen méarkning gérs under den inledande traningen av Al-system fér allménna andamal,
forlitar sig vissa foretag pa en process som kallas forstédrkningsinlérning fran ménsklig feedback
senare i utvecklingsprocessen, vilket introducerar bias i systemet.

186. Al-forordningen, art. 10.2 g.

187. For mer information om utvardering av bias, se Shrishak K. (2025), "Bias evaluation, Al-complex
algorithms and effective data protection supervision’, EDPB.

188. Buyl M. och De Bie T. (2024), "Inherent limitations of Al fairness’, Communications of the ACM, 67.2,
48-55, tillgénglig pa https://doi.org/10.1145/3624700, hamtad 10 november 2025; Schwartz R. et
al. (2022). "Towards a standard for identifying and managing bias in artificial intelligence” (National
Institute of Standards and Technology, Special Publication 1270).

189. Dwork C. et al. (2012), "Fairness through awareness”, Proceedings of the 3rd Innovations in Theoretical
Computer Science Conference, 214-26; Kamiran F. och CaldersT. (2012), “Data preprocessing techni-
ques for classification without discrimination’, Knowledge and Information Systems, 33.1, 1-33.
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Artikel 10.5 i Al-forordningen

GDPR forbjuder i allmdnhet behandling av personuppgifter av sarskild kategori,™®,
savida inte ett undantag galler. Artikel 10.5 i Al-férordningen genomfér ett undantag
i GDPR om "behandlingen ar nédvandig av hansyn till ett viktigt allmant intresse”.'!
Det vasentliga intresse som aberopas i Al-forordningen ar "for att sakerstalla upptackt
och korrigering av bias”.'®?

Artikel 10.5 galler endast for leverantérer av Al-system, och inte for tillhandahallare
eller ndgon annan tredje part. For att forstd innebdrden av detta kan man beakta
tva olika scenarier:

» En offentlig myndighet som leverantér och tillhandahallare: Om en offentlig
myndighet utvecklar (som leverantor av) ett Al-system internt och anvander
det for att bedéma valfardsférmaner kan myndigheten som leverantér dberopa
artikel 10.5.

» En offentlig myndighet endast som tillhandahallare: Om ett foretag (leverantor)
utvecklar Al-system som ska anvéndas for att bedoma valfardsformaner och den
offentliga myndigheten (tillhandahallare) kdper detta Al-system och anvander
det, kan endast foretaget dberopa artikel 10.5. Det Al-system som utvecklas
av ett foretag kan anvandas for att bedoma valfardsférmaner i flera lander av
olika offentliga myndigheter. De offentliga myndigheterna, som kan ha mer
geografisk och kontextuell kunskap, kan dock inte samla in och bearbeta upp-
gifter i sarskilda kategorier for att upptacka och korrigera bias. Det innebar att
offentliga myndigheter kan uppmuntras att inte utveckla Al-system med hog
risk internt, eftersom det innebar ett stérre ansvar (som leverantér) pa dem.

Leverantorer av Al-system kan endast forlita sig pa artikel 10.5 for att behandla
uppagifter i sarskilda kategorier nér det ar absolut nddvandigt for att upptécka och
korrigera biaser. Andra uppgifter som inte ingdr i sdrskilda kategorier omfattas inte.'
LeverantOrernas tillvdgagangssatt maste vara "exakt avgransat genom bestammelser
for att sakerstélla att det faktiskt begransas till vad som ar absolut nédvandigt”.'**
Detta kan innefatta dokumentation som visar hur behandlingen av specifika upp-
gifter om sarskilda kategorier sdkerstaller att biaser upptacks och korrigeras och att
diskriminering effektivt férhindras.

Vidare far leverant6ren inte anvanda denna sarskilda kategori av personuppgifter for
andra andamal, maste halla uppgifterna sakra, inte dela dem med eller ge tillgang
tillandra parter och radera dem "nér biasen har korrigerats eller personuppgifternas
lagringstid har 16pt ut, beroende pa vilket som intraffar forst”'*> Detta innebar ocksa
att sddana uppgifter inte kommer att vara tillgangliga for likabehandlingsorgan
eller nationella méanniskorattsstrukturer, atminstone inte pa grundval av artikel 10.5.

190. GDPR, art. 9.1 och férordning (EU) 2018/1725, art. 10.1.

191. GDPR, art. 9.2 g och forordning (EU) 2018/1725, art. 10.2 g.

192. Al-férordningen, art. 10.5 forsta stycket.

193. Al-férordningen, art. 10.2 a och f.

194. EU-domstolens dom av den 8 april 2014, Digital Rights Ireland Ltd,C-293/12och C-594/12,
ECLI:EU:C:2014:238, punkt 65.

195. Al-férordningen, art. 10.5. e.
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Det ar dock viktigt att understryka att GDPR:s sarskilda kategorier av personuppgifter
endast 6verlappar fyra av de skyddade egenskaperna i lagstiftningen mot diskrimi-
nering: (1) funktionsnedsattning, (2) religion eller dvertygelse, (3) ras eller etniskt
ursprung och (4) sexuell laggning. GDPR férbjuder inte leverantorer och tillhanda-
hallare att samla in information om andra egenskaper, t.ex. alder och kon.

Dessutom kan leverantorer redan behandla uppgifter i sérskilda kategorier om “"den
registrerade har gett sitt uttryckliga samtycke"'*® Artikel 10.5 i Al-férordningen &r
endast anvandbar ndr leverantoren inte kan erhalla uttryckligt samtycke fran den
registrerade.

Koppling till andra rattsliga ramverk

Aven om artikel 10.5 i Al-férordningen endast giller fér leverantérer, kan lika-
behandlingsorgan forlita sig pa artikel 21 i standardsdirektiven,’®” som tillater att
likabehandlingsorgan behandlar sarskilda kategorier av personuppgifter. For att
likabehandlingsorganen ska kunna utnyttja denna mojlighet &r det viktigt att deras
medlemsstat inforlivar direktivet om standarder i en nationell lag som genomfor ett
undantag i artikel 9.2 g i GDPR, forutsatt att detta undantag inte redan garanteras
i nationell lagstiftning om dataskydd eller annan lagstiftning. Medan direktivet om
standarder tillater likabehandlingsorgan att behandla sarskilda kategorier av person-
uppagifter, tillater varken Al-férordningen eller direktivet om standarder uttryckligen
att likabehandlingsorgan samlar in sddana uppgifter fran Al-leverantorer.

3.4.2. Likabehandlingsorgan och nationella
manniskorattsstrukturer roll nar det géller krav pa
datastyrning

» Var medveten om begransningarna i tekniska metoder for att upptacka
och korrigera bias nar du bedémer risken for diskriminering fran Al-system
med hog risk. Efterlevnad av Al-férordningen, inklusive artikel 10, kanske
inte ar tillrackligt for att hantera risken for diskriminering fran Al-system
med hog risk. | sadana scenarier, nar likabehandlingsorgan radfragas av en
marknadskontrollmyndighet (MSA) som utdévar sina befogenheter enligt
artikel 82.1, kan likabehandlingsorgan be MSA att tvinga foretag att "vidta
alla ldampliga atgarder for att sdkerstélla att det berorda Al-systemet ... inte
ldngre utgor en sadan risk"'%®

> Sdkerstdlla inforlivandet i nationell lagstiftning av artikel 21 i EU:s direktiv
om standarder som gor det maojligt for likabehandlingsorgan att behandla
sarskilda kategorier av personuppgifter, om detta inte redan ar tilldtet enligt
annan nationell lagstiftning.

196. GDPR, art. 9.2 a och férordning (EU) 2018/1725, art. 10.2 a.
197. Standardsdirektiven, art. 21 och skal 48.
198. Al-férordningen, art. 82.1.
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3.5. Konsekvensbedomning av
grundldaggande rattigheter (FRIA)

3.5.1. Sammanhang och relevans

Likabehandlingsorgan och nationella manniskorattsstrukturer bor betrakta konse-
kvensbeddmning avseende grundlaggande rattigheter (FRIA) som utgangspunkten
for sin beddmning av Al-system som anvands av eller pa uppdrag av offentliga
forvaltningar. Konsekvensbedémning avseende grundldaggande rattigheter bor
innehalla en rad olika uppgifter som belyser potentiella brister och risker for rattig-
heter, inbegripet diskriminering. Konsekvensbedémning avseende grundlaggande
rattigheter bor utforas av tillhandahallaren, inte leverantdren, av ett Al-system med
hog risk eftersom det forutsatts att den som anvander systemet har kontextuell
information som ar relevant fér denna bedémning.

Konsekvensbeddmning avseende grundldaggande rattigheter bor innehalla informa-
tion om hur tillhandahallaren kommer att anvanda Al-systemet med hog risk enligt
leverantdrens avsikt, hur ldange och hur ofta Al-systemet kommer att anvéndas och
hur de méanskliga kontrolldtgarderna har genomforts.’®® Detta skulle i idealfallet
krdva att tillhandahallaren forklarar med begripliga ord hur Al-systemet fungerar,
baserat pa den dokumentation som erhallits fran leverantéren, och att det lankas
till det Al-system med hdg risk som registrerats i EU:s databas. Offentliga myndig-
heter bor inte anvanda Al-system med hdg risk som leverantorer inte har registrerat
i EU-databasen.®®

Dessutom bor konsekvensbedémning av grundldaggande rattigheter beskriva?®'

» “de kategorier av fysiska personer och grupper som sannolikt kommer att
paverkas”

» "[d]e specifika risker for skada” av deras grundldggande rattigheter, inbegripet
diskriminering, med beaktande av den information som tillhandahallits av
leverantdéren

» de dtgdrder, “inbegripet arrangemangen for intern styrning och klagomalsme-
kanismer’, som tillhandahallaren avser att vidta om dessa risker forverkligas.

Nar personuppgifter behandlas kompletterar konsekvensbedémning av grundlag-
gande rattigheter konsekvensbeddmning av dataskydd, som genomfors enligt EU:s
dataskyddslagstiftning.2Tillhandahallare kan forvéntas kombinera konsekvensbe-
doémning av grundlaggande rattigheter med konsekvensbeddmning av dataskydd.

Skal 96 i Al-férordningen faststaller att "kan tillhandahallare av Al-system med hog risk,
sarskilt nar Al-system anvands i den offentliga sektorn, involvera relevanta berdrda
parter, inbegripet foretradare for grupper av personer som sannolikt kommer att

199. Al-férordningen, art. 27.1 a och e.

200. Al-forordningen, art. 26.8. Detta galler dven Europeiska unionens institutioner, organ och byraer.

201. Al-férordningen, art. 27.1 ¢, d och f.

202. Al-forordningen, art. 27.4. Se dven GDPR, artikel 35 och dataskyddsdirektivet for brottsbekampning,
artikel. 27. GDPR art. 35 anger att en konsekvensbeddmning av dataskydd ska goras ndr behand-
lingen av personuppgifter ”sannolikt kan innebéra en hdg risk for fysiska personers rattigheter och
friheter”, sarskilt nar det galler "automatiserad behandling, inbegripet profilering”.
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paverkas av Al-systemet, oberoende experter och organisationer i det civila samhallet
i genomforandet av sddana konsekvensbeddmningar och utformningen av atgarder
som ska vidtas om riskerna forverkligas” (var kursivering).

Koppling till andra radttsliga ramverk

Dataskyddslagstiftningen foreskriver att konsekvensbedémningar av Al-system
ska genomforas. EU:s dataskyddslagstiftning innehaller bestammelser om konse-
kvensbeddmningar av dataskydd.?®® Europaradets moderniserade konvention om
skydd for enskilda vid behandling av personuppgifter (konvention 108+) foreskriver
en allméan skyldighet att underséka den sannolika inverkan av databehandling pa
enskilda personers rattigheter och grundldaggande friheter innan de anvands.?*

Bestammelserna om konsekvensbedémningar av grundldggande rattigheter i
Al-férordningen kan kopplas till kravet pa riskbeddmning som faststalls i Europaradets
ramkonvention och Huderia-metoden. Europaradets ramkonvention kraver att
parterna "anta eller uppréatthalla atgarder for identifiering, bedémning, férebyg-
gande och begransning av risker som foljer av Al-system genom att beakta faktiska
och potentiella konsekvenser for de manskliga rattigheterna, demokratin och
rattsstatsprincipen”2® Enligt artikel 16.2 f i konventionen ska " risker, faktiska och
potentiella konsekvenser och riskhanteringsmetoden” dokumenteras. Vidare bor
saddana riskbedémningar "ndr sa ar lampligt beakta de berérda parternas perspektiv,
sarskilt perspektivet for personer vars rattigheter kan paverkas”>® och bor “tillampas
iterativt under hela verksamheten under Al-systemets livscykel 2%

Begransningar for konsekvensbedomning
av grundlaggande rattigheter

Begrénsad omfattning: Trots att konsekvensbedémning av grundlaggande rat-
tigheter kan vara viktigt galler skyldigheten att utféra konsekvensbedémning av
grundldaggande rattigheter fére anvandning endast en del av de som anvander
Al-system med hog risk:

1. For alla Al-system med hog risk utom inom omradet for kritisk infrastruktur,2%
galler skyldigheten for tillhandahallare som ar

« organ som lyder under offentlig rétt, eller
- privata enheter som tillhandahaller offentliga tjanster.2*

2. For Al-system med hdg risk inom tvd anvandningsomraden - utvardering av
kreditvardighet eller faststallande av kreditvardighet for fysiska personer,?'® samt

203. GDPR, art. 35 och dataskyddsdirektivet for brottsbekdmpning, art. 27.

204. Europaradets moderniserade konvention om skydd for enskilda vid behandling av personuppgifter,
art. 10.2.

205. Europaradets ramkonvention, art. 16.1.

206. Europaradets ramkonvention, art. 16.2 c.

207. Europaradets ramkonvention, art. 16.2 d.

208. Al-forordningen, bilaga Ill punkt 2.

209. Al-forordningen, art. 27.1 forsta stycket.

210. Al-férordningen, bilaga Ill punkt 5 b.
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riskbedomning och prissattning av liv- och sjukforsakringar?'' — galler denna
skyldighet for alla tillhandahallare.

| praktiken innebdar detta att system som anvands i anstallningssektorn av privata
enheter (har i egenskap av tillhandahallare) &r undantagna fran skyldigheten till
konsekvensbeddmning av grundldaggande rattigheter (FRIA).

Dessutom far tillhandahallare inte utféra en FRIA eftersom leverantoren har valt att
undantas som hogrisk. Det ar ocksa mojligt att “|tlillhandahallaren far i liknande
fall forlita sig pa tidigare genomférda konsekvensbedémningar avseende grund-
laggande rattigheter eller befintliga konsekvensbedémningar som har utférts av
leverantdren”?'2 Detta ska dock inte tolkas som att tillhandahallare befrias fran sin
skyldighet att utfora en FRIA; det innebar bara att de kan bygga vidare pa tidigare
genomford FRIA istéllet for att borja om fran borjan.

Bristande information till allmanheten

Offentliga myndigheter eller personer som agerar for myndigheternas rakning och
anvander Al-system med hog risk bor "registrera sig, valja systemet och registrera
dess anvandning i den EU-databas”?'® och inkludera en sammanfattning av slutsat-
serna fran genomford FRIA.2'

Men “pa omradena brottsbekampning, migration, asyl och gréanskontrollférvaltning”'s

» kommer EU-databasen att vara icke-offentlig och endast Europeiska kommis-
sionen och dataskyddsmyndigheterna har tillgang till den.?'s

» FRIA-resultat ingdr inte i EU:s databas.?'”

Dessutom, dven om alla tillhandahallare i anvandningsfallen for utvardering av
kreditvardighet eller faststallande av kreditvardighet for fysiska personer?'® samt
riskbeddmning och prissattning av liv- och sjukforsédkring,?'? ar skyldiga att genomféra
en FRIA (se nedan), ar det bara "tillhandahallare som &r offentliga myndigheter, uni-
onens institutioner, byraer eller organ eller personer som agerar pa deras vagnar”??
som ar skyldiga att registrera anvandningen av ett Al-system i databasen. Privata
foretag som anvander Al-system i dessa anvandningsfall behover alltsa inte registrera
sig. Foljaktligen kommer sammanfattningen av deras FRIA inte att goras tillganglig.

211. Al-férordningen, bilaga lll punkt 5 c.

212. Al-férordningen, art. 27.2. Leverantoren kan ocksa vara en tillhandahallare av det Al-system som
den har utvecklat. | ett sadant fall kan leverantéren ha genomfort en FRIA.

213. Al-férordningen, art. 49.3.

214. Bilaga VIl avsnitt C 4.

215. Al-forordningen, art. 49.4 forsta punkten.

216. Al-forordningen, art. 74.8 anger att den nationella myndigheten ska vara den behériga myndigheten
enligt GDPR eller dataskyddsdirektivet for brottsbekampning (LED), eller "varje annan myndighet
som utsetts enligt samma villkor som anges i artiklarna 41-44"i LED.

217. Al-forordningen, art. 49.4 c.

218. Al-férordningen, bilaga Ill punkt 5 b.

219. Al-férordningen, bilaga lll punkt 5 c.

220. Al-férordningen, art. 49.3.
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Bristande effektivitet vid bedomning av diskrimineringsrisker

Aven om tillhandahallare ska meddela resultaten av en FRIA till marknadskontroll-
myndigheten (MSA) kan sjdlva bedémningen eventuellt bara reduceras till att kryssa
i rutor utan nagon meningsfull konsekvensbedémning, detta eftersom tillhandahal-
laren endast behover fyllai en "mall till ett frageformular” som tas fram av Al-byran.?!
En av riskerna dr att FRIA inte tillhandahaller tillrackligt exakt information for
att bedoma hur diskriminering har forhindrats och/eller begrénsats, vilka diskrimi-
neringsgrunder som har testats och hur eventuella lagligt skyddade grupper har
definierats under riskbedomningsforfarandena.

3.5.2. Likabehandlingsorgan och nationella
manniskorattsstrukturer roll nar det géller kraven pa
konsekvensbedomning av grundldaggande rdttigheter (FRIA)

» Anvand FRIA-sammanfattningarna i EU-databasen som utgangspunkt
for att granska Al-system. Likabehandlingsorgan bor kartlagga anvand-
ningen av Al-system med hdog risk baserat pa EU:s databas och utvdrdera
sammanfattningar av konsekvensbeddémningar av grundlaggande rattigheter
(FRIA). Darefter kan likabehandlingsorgan begadra tillgang till FRIA-resultaten
fran MSA. Baserat pa denna information kan likabehandlingsorgan gora en
forsta bedomning av 6vertradelser av lagstiftningen mot diskriminering
och huruvida en fullskalig utredning bér genomforas, vilket skulle krava en
beddmning efter implementering (vilket FRIA inte erbjuder).

» Bidra till mallen for FRIA-frageformularet. A-byran ska ta fram en mall for
FRIA-frageformularet. Det ar viktigt att denna mall innehaller lampliga och
specifika fragor om olika aspekter av likabehandling och icke-diskriminering,
sa att den information som lamnas och analysen ger en adekvat beddmning
och tillrackliga garantier, och inte bara blir en samling kryssrutor. Det finns
ingen tidsfrist for Al-byran att ta fram mallen. Likabehandlingsorgan och
nationella manniskorattsstrukturer kan proaktivt bidra till en sadan imple-
mentering genom att ta fram sarskild vagledning. Sadan védgledning skulle
kunna utvecklas baserat pa Hudeira-metoden som tagits fram av Europaradet.

» Utveckla vdgledning om féljande:
« Vad meningsfulla sammanfattningar av FRIA innebar.

» Vem som ska genomfdra FRIA. Likabehandlingsorgan och nationella
manniskorattsstrukturer ska betona vikten och nédvandigheten av expert-
kunskaper inom grundldggande rattigheter i organisationer som genomfor
konsekvensbedémningar av grundldaggande rattigheter.

221. Al-férordningen, art. 27.3 och 5.
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> Publicera fallstudier for att belysa “de specifika riskerna for skada” pa grund
av diskriminering, som bor beddomas som en del av FRIA. Sddana studier
bor fokusera pa specifika exempel och ta upp fragor om hur allvarlig och
omfattande skadan ar. En sddan studie kan goras i samarbete med en villig
offentlig myndighet

3.6. EU-databas for Al-system med hog
risk som fortecknas i bilaga lll

3.6.1. Sammanhang och betydelse

Enligt artikel 71.1 i Al-férordningen ska kommissionen “ska i samarbete med
medlemsstaterna inratta och uppratthalla en EU-databas som innehaller den infor-
mation”. Denna databas bor innehalla information om:

1. Al-system med hog risk som fortecknas i bilaga Il

2. Al-system som har sjdlvutvdrderats av leverantdrer och som, enligt dem, inte
anses utgora hog risk i enlighet med artikel 6.3.

Informationen i databasen ska vara “latt att navigera i informationen, som ska vara
maskinlasbar.” samt, for den offentliga delen av databasen, ” vara atkomlig och
allmant tillganglig pa ett anvandarvanligt satt”??? En bred tolkning av begreppet
tillganglighet innebar att informationen inte bara ska vara tillganglig for lasare med
funktionsnedsattning utan, i enlighet med skal 72 (dar kraven pa bruksanvisningar
som utarbetas av Al-leverantorer for Al-tillhandahallare diskuteras), dven vara
meningsfull, begriplig och forstaelig for olika malgrupper.2

En mdjlighet till transparens

Registreringsskyldigheterna och EU:s databas 6ver Al-system med hdg risk kommer
att vara sarskilt anvandbara for likabehandlingsorgan och nationella manniskoratts-
strukturer nar det kommer till att fa en 6verblick 6ver Al-system som anvands av
offentliga organ, vilket for narvarande saknas (Xenidis 2025). Manga intressenter ar
Overens om att sadana databaser ar ett nédvandigt, om an otillrackligt, steg for att

222. Al-férordningen, art. 71.4.

223. Equinet 2025 understryker att skalet handlar om 6ppenhetskrav pa Al-leverantorer i relation till
Al-tillhandahallare (Al-forordningen, art. 13), och "darfér kan det handa att denna definition inte
ar tillamplig i detta sammanhang”. Det papekas dock att det ar "den enda forklaringen av vad
‘tillgénglig’ betyder i forhallande till dokumentation i Al-férordningen”.
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sakerstalla att Al-system respekterar grundlaggande rattigheter, sarskilt ratten att
inte diskrimineras.??*

EU-databasen kommer att vara anvandbar for likabehandlingsorgan och nationella
manniskorattsstrukturer for att dvervaka utslappandet pa marknaden eller ibrukta-
gandet av Al-system, for civilsamhallesorganisationer och journalister som arbetar
med dessa fragor, och for potentiellt berérda personer i syfte att dra kopplingar

mellan deras situation och den potentiella anvandningen av Al-system.??

Typer av system som ska registreras

Al-system ska registreras i EU:s databas i féljande fyra fall:

Enhet som omfattas av
registreringsskyldigheten

Oversikt 6ver information
som ska registreras®*

1. Av leverantorer av Al-system
med hog risk (eller, i tillampliga fall,
det ombudet) som avser de omraden
som anges i bilaga Ill, med undantag
for Al-system med hdg risk som avses
i punkt 2 i bilaga Ill ("kritisk infrastruk-
tur”) som registreras pa nationell niva,??’
innan systemet sldpps ut pd marknaden
eller tas i bruk.??®

Namn, adress och kontaktuppagifter till
leverantoren,

syfte med och dess

komponenter,

systemet

grundldaggande och kortfattad teknisk
information,

systemets status (till exempel om sys-

temet anvands eller har upphort att
anvandas),

de elektroniska bruksanvisningar som
leverantoren informerar tillhandahallare
om i enlighet med artikel 13.2 (inklu-
sive "systemets egenskaper, kapacitet
och begransningar, till exempel dess
noggrannhetsniva’, och atgarder for
mansklig tillsyn??).

224,

225.

226.
227.
228.
229.

IA Ciudadana (2025), "Making algorithm registers work for meaningful transparency”, tillganglig
pa https://iaciudadana.org/2025/03/13/making-algorithm-registers-work-for-meaningful-trans-
parency/; Ada Lovelace Institute (2020), “"Meaningful transparency and (in)visible algorithms: Can
transparency bring accountability to public-sector algorithmic decision-making (ADM) systems?”,
tillganglig pa www.adalovelaceinstitute.org/blog/meaningful-transparency-and-invisible-algo-
rithms/; aven C. Cath och F. Jansen (2022), "Dutch comfort: the limits of Al governance through
municipal registers’, Techné Research in Philosophy and Technology, 26(3), s. 395-412, tillganglig pa
https://doi.org/10.5840/techne202323172, alla hdamtade den 10 november 2025.

IA Ciudadana (2025), "Making algorithm registers work for meaningful transparency’, tillganglig pa
https://iaciudadana.org/2025/03/13/making-algorithm-registers-work-for-meaningful-transparency/.
Al-forordningen, bilaga VIIl och IX, som innehéller en uttommande forteckning.

Al-férordningen, art. 49.5.

Al-férordningen, art. 49.1.

Al-férordningen, art. 13.2.
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2. Av leverantorer av Al-system (eller,
i tillampliga fall, deras ombud) som de
har kommit fram till inte utgér nagon
hog risk trots att de avser omraden som
fortecknas i bilaga Ill (enligt artikel 6.3),
innan systemet slapps ut pa marknaden
eller tas i bruk.?°

Liknande information som for Al-system
med hog risk, men med lagre krav.
Exempelvis ska "elektroniska bruksan-
visningar”inte registreras.

Informationen innehaller ocksa en kort
sammanfattning av de skal som ligger
till grund for att Al-systemet inte anses
utgora en hog risk vid tillampning av
forfarandet enligt artikel 6.3.

3. Av tillhandahallare av Al-system
med hog risk som avser omraden som
fortecknas i bilaga lll (med undantag for
Al-system med hog risk inom omradet
kritisk infrastruktur) vilka @r "offentliga
myndigheter, unionens institutioner,
byraer eller organ eller personer som
agerar pa deras vagnar’,innan systemet
tas i bruk eller anvands.®'

Namn, adress och kontaktuppgifter till
tillhandahallaren,

URL-adressen till leverantorens regist-
rering av Al-systemet i EU-databasen,

en sammanfattning av resultaten av den
konsekvensbeddémning av grundlag-
gande rattigheter som maste genom-
foras enligt artikel 27,

en sammanfattning av den konsekvens-
beddmning av dataskydd (DPIA) som
genomforts i enlighet med relevant
dataskyddsforordning.

4. Av leverantorer av Al-system
med hog risk som avses i bilaga Il
som genomfor tester under verkliga
forhallanden utanfor Al-regleringens
testmiljoer.23

Namn och kontaktuppgifter for leveran-
toren eller den potentiella leverantoren
och for de tillhandahallare som deltar i
testningen under verkliga forhallanden,

en kortfattad beskrivning av Al-systemet,
dess avsedda syfte och annan informa-
tion som dr nodvandig for att identifiera
systemet,

en sammanfattning av de viktigaste
egenskaperna avseende planen for
tester under verkliga forhallanden,

information om avbrytande eller
avslutande av tester under verkliga
forhallanden.

230. Al-férordningen, art. 49.2.

231. Al-férordningen, art. 49.3. Se dven Al-férordningen, bilaga Ill punkt 1,6 och 7.

232. Al-forordningen, art. 60.4 c.
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”

Tillhandahallare av Al-system som inte ber6rs av skyldigheter “bér ha befogenhet
att frivilligt registrera sina system i databasen, vilket inkluderar tillhandahallare som
ar privata enheter.?

Offentliga myndigheter maste som tillhandahallare kontrollera om leverantdren har
registrerat hogrisksystemet i databasen. Om systemet inte ar registrerat far de inte
anvanda det och ska informera leverantéren eller distributdren.?*

En offentlig och en icke-offentlig version av databasen

Databasen kommer att innehalla tva delar: en offentlig del och en “sdker, icke-
offentlig” version.? Den icke-offentliga versionen av databasen kommer att inne-
halla information om:

» Al-system med hdg risk som anvdnds inom biometri, brottsbekampning och
hantering av migration, asyl och granskontroll.2%

> Al-system med hog risk som testas under verkliga forhallanden enligt artikel 60
(sdvida inte leverantoren har samtyckt till att gora denna information allmant
tillganglig).*”

Tidslinje for konfiguration och implementering

» Kommissionen ansvarar for att faststalla databasens funktionella specifika-
tioner i samrad med "relevanta experter’, och uppdateringen av databasens
funktionella specifikationer kommer att géras av kommissionen i samrad med
Al-styrelsen.?8

» | skrivande stund har databasen annu inte upprattats av Europeiska
kommissionen.

» Registrering i databasen blir obligatorisk den 2 augusti 2026. Registrering fore
den 2 augusti 2026 uppmuntras dock ocksa, pa frivillig basis.?

Koppling till andra rattsliga ramverk

Registreringsskyldigheterna i Al-férordningen kan kopplas till artikel 8 i Europaradets
ramkonvention, som foreskriver att parterna ska anta eller uppratthalla atgarder for
att sakerstadlla "lampliga krav pa transparens och tillsyn”, och till artikel 9, som avser
atgarder for att " sakerstélla ansvarsskyldighet och ansvar fér negativa konsekvenser
for de manskliga rattigheterna, demokratin och rattsstatsprincipen”. Enligt artikel
14 i ramkonventionen ska parterna ocksa infora " atgarder for att sdkerstalla att
relevant information om Al-system som potentiellt kan ha betydande inverkan pa
de manskliga rattigheterna och relevant anvéndning av dem dokumenteras, lamnas
till organ som &r behdriga att fa tillgang till den informationen och, nér sa ar lampligt
och tillampligt, gors tillganglig for eller meddelas berorda personer”.

233. Al-forordningen, skal 131 (vdr kursivering).

234, Al-férordningen, art. 26.8.

235. Al-forordningen, art. 49.4 och Al-férordningen, art. 71.4.
236. Al-forordningen, art. 49.4.

237. Al-forordningen, art. 60.4 c.

238. Al-forordningen, art. 71.1.

239. Al-forordningen, skal 179.
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| den forklarande rapporten till ramkonventionen erkédnns att “parterna ar skyldiga
att gora en lamplig avvdagning mellan [transparens] och olika konkurrerande intres-
sen’?? inklusive "integritet, sekretess (inklusive t.ex. affairshemligheter), nationell
sakerhet, skydd av tredje parts rattigheter, allman ordning, rattsvasendets obero-
ende”. Begreppet "adekvat” antyder dock att en miniminiva av Oppenhet, sarskilt
gentemot allmadnheten, bor 6vervagas, aven for Al-system dar viss information
maste hallas hemlig.

Utmaningar

Databasen har flera begransningar som kan hindra den fran att vara anvandbar for
att identifiera och motverka diskriminering i Al-system.

» Viss information kommer att finnas i den icke-offentliga
delen av databasen:

» Information om Al-system som anvands inom biometri, brottsbekdmpning
samt migration, granskontroll och asyl.

» Information om Al-system som testats i verkliga férhallanden.

» Viss information kommer inte att registreras i databasen
overhuvudtaget:

» Databasens omfattning dr begransad till Al-system med hdg risk. Detta kan
utesluta tillampningar som chattbottar som anvands av offentliga tjansteper-
soner eller som interagerar direkt med medborgarna.

» Leverantdrer och tillhandahallare av Al-system med hdg risk inom biometri,
brottsbekampning samt migration, asyl och granskontroll maste inte registrera
lika omfattande information om sina Al-system. Leverantorer behover t.ex.
inte registrera de elektroniska bruksanvisningar som tillhandahalls tillhanda-
hallarna.Tillhandahallarna behdver inte registrera en sammanfattning av sina
konsekvensbeddémningar av grundlaggande rattigheter (FRIA).

» Om leverantorer av Al-system inte anser att de utgor en hog risk enligt artikel
6.3 behover tillhandahallare inte registrera sitt ibruktagande eller sina tester
i databasen.

» Endast tillhandahallare som ar "offentliga myndigheter, unionens institutioner,
organ, kontor eller byraer eller personer som agerar for deras rakning”*' ar
skyldiga att registrera. Tillhandahallare av vissa Al-system med hog risk kan dock
vara privata enheter, till exempel forsékringsbolag, och sddana tillhandahallare
ar inte skyldiga att registrera sina Al-system i EU:s databas. Detta innebar att
viss information, till exempel sammanfattningar av konsekvensbedémningar
av grundldggande rattigheter, inte finns tillgdnglig om dessa Al-system med
hog risk.

240. Europaradet (2024), Férklarande rapport till Europaradets ramkonvention om artificiell intelligens
och manskliga rattigheter, demokrati och réttsstatsprincipen, punkt 62.
241. Al-férordningen, art. 49.3.
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» Aven for Al-system med hég risk som registreras i den offentliga versionen av
databasen ar det inte sdkert att den information som ska registreras ar tillracklig
for att bedoma diskriminering. Till exempel behdver tillhandahallare endast
lamna in en sammanfattning av konsekvensbedémningen av grundldggande
rattigheter och inte fullstandiga konsekvensbedémningar av grundldaggande
rattigheter.

> Registrering i databasen blir obligatorisk forst fran och med den 2 augusti 2026.
Detta innebar att Al-system som tagits i bruk fore detta datum inte behover
registreras, savida inte "betydande férandringar” har skett.?*?

Likabehandlingsorgan och nationella manniskorattsstrukturer
tillgang till information i den icke-offentliga delen av databasen

Al-system som anvands vid brottsbekampning och hantering av migration, asyl och
granskontroll har haft diskriminerande effekter pa manniskor (se avsnitt 7.1: Tematiskt
fokus pa brottsbekampning, migration, asyl och granskontroll samt tillgang till
dokumentationen i den icke-offentliga versionen av databasen ar nédvandig for att
likabehandlingsorganen och nationella ménniskorattsstrukturer ska kunna fullgéra
sitt uppdrag pa ett effektivt satt. Utan sadan tillgang kommer likabehandlingsorgan
och nationella manniskorattsstrukturer inte ha tillgang till vilka Al-system med hog
risk som anvands inom dessa omraden. Det ar dock oklart i vilken utstrackning
likabehandlingsorgan och nationella manniskorattsstrukturer kan fa tillgang till
informationen i den icke-offentliga versionen av databasen.

| artikel 71.4 anges att "[d]en information som registreras i enlighet med artikel 60
[om Al-system med hdg risk utanfor testmiljoer for tillsyn] ska vara tillganglig endast
for marknadskontrollmyndigheter och kommissionen, sdvida inte den presumtiva
leverantoren eller leverantdren har gett sitt samtycke till att informationen dven
gors tillganglig for allmanheten” | artikel 49.4 om registrering foreskrivs ocksa att
"endast kommissionen och de nationella myndigheter som avses i artikel 74.8 ska
ges tillgang” till information som ror Al-system med hdg risk som anvands inom
biometri, brottsbekdmpning och hantering av migration, asyl och granskontroll.

| artikel 77.1 anges att "nationella offentliga myndigheter eller organ som évervakar
eller verkstaller efterlevnaden av skyldigheter enligt unionsratten som skyddar
grundldggande rattigheter, inbegripet ratten till icke-diskriminering, i samband med
anvandningen av Al-system med hog risk som avses i bilaga lll, ska ha befogenhet att
begdra och fa tillgdng till all dokumentation som skapats eller uppratthallits enligt
denna forordning pa ett tillgéngligt sprak och i ett tillgangligt format, nar tillgdng
till den dokumentationen ar nédvandig for att effektivt fullgdra deras mandat inom
ramen for deras jurisdiktion” (se artikel 77).

Om den rattsliga grunden for informationsutbyte mellan likabehandlingsorgan/
nationella manniskorattsstrukturer, marknadskontrollmyndigheter och andra organ
enligt artikel 77 har faststallts (se Samarbete) ar det mgjligt for likabehandlingsorgan
och nationella manniskorattsstrukturer att fa tillgang till information som erhallits
av marknadskontrollmyndigheter enligt artiklarna 71.4 och 49.4.

242. Al-forordningen, skal 177.

Al-system med hog risk » Page 63


https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32024R1689#art_77

3.6.2. Likabehandlingsorgan och nationella
manniskorattsstrukturer roll nar det galler EU-databasen
for Al-system med hog risk som fortecknas i bilaga Ill

Under konfigurationen av databasen

>

Delta som relevanta experter??® (eventuellt via Equinet eller pa annat satt)
i konfigurationen av databasen, inbegripet for att sdakerstalla att databasen
uppfyller tillgdnglighetskravet.

Nar databasen dr pa plats

>

Forespraka att databasen fylls i frivilligt av statliga myndigheter nar de
tillhandahaller Al-system som inte anses utgora en hog risk, och av privata
enheter som tillhandahaller Al-system som utgor en hog risk (sarskilt inom
forsakrings- och banksektorn).

Utarbeta en mall fér samordning med de nationella beh6riga myndigheterna
som kommer att ha tillgang till den icke-offentliga versionen av databasen.

Verka for att nationella lagar som implementerar Al-férordningen tydligt
anger att likabehandlingsorgan och nationella manniskorattsstrukturer ska
ha tillgang till den information som ldmnas till de nationella myndigheterna
och till den icke-offentliga EU-databasen.

Overvaka Al-system som registrerats i databasen for att identifiera Al-system
med hog risk som bor undersdkas ytterligare pa grund av risken for
diskriminering, antingen av likabehandlingsorgan eller av marknads-
kontrollmyndigheter (eventuellt i samarbete med andra intressenter, t.ex.
civilsamhallesorganisationer).

Overvaka registrerade Al-system som inte betraktades som hégrisk enligt
artikel 6.3 och anvdand sammanfattningen av sjalvutvarderingarna for
att faststdlla om de bor betraktas som hog risk. Om sa ar fallet ska du
rapportera till marknadskontrollmyndigheten och begara att de genomfor
en utvardering enligt forfarandet i artikel 80 for hantering av Al-system som
leverantoren klassificerat som system utan hog risk.

Overvaka Al-system inom kreditbedémning och férsikringar som registrerats
av leverantorer for att be tillhandahallare om information som inte finns i
databasen, t.ex. konsekvensbedémningar av grundldaggande rattigheter
(FRIA).

Anvand den offentliga versionen av databasen som ett verktyg for att 6ka
medvetenheten om hur Al-system anvands inom den offentliga sektorn.

Overvaka hur databasen anvinds av civilsamhéllesorganisationer, journalister,
privatpersoner och andra relevanta institutioner, och féresla uppdateringar
till kommissionen och Al-styrelsen. Kontrollera sarskilt om informationen
i sammanfattningarna av konsekvensbedémningar av grundlaggande
rattigheter ar tillracklig for att bedéma riskerna for diskriminering.

243. Al-forordningen, art. 71.1.
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4. Transparens kring
kraven pa Al-system

4.1. Sammanhang och betydelse

| artikel 50 faststalls transparensskyldigheter for leverantorer och tillhandahallare
av Al-system, som ska kommuniceras tydligt till fysiska personer “senast vid tid-
punkten for den forsta interaktionen eller exponeringen”?4 och som uppfyller
tillganglighetskraven.

Tillhandahallare bér informera fysiska personer vid

» anvandning av ett system for kdnsloigenkdanning®* eller ett system for bio-
metrisk kategorisering?

244, Al-férordningen, art. 50.5.
245, Al-férordningen, art. 3.39.
246. Al-forordningen, art. 3.40.
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» driftsattning av ett Al-system som genererar deepfake?’

» anvandning av "ett Al-system som genererar eller manipulerar text som offent-
liggors i syfte att informera allmanheten om fragor av allmant intresse”%®

Leverantorer bor utforma och utveckla Al-system som interagerar med fysiska per-
soner pa ett sddant satt att fysiska personer gérs medvetna om denna interaktion
och inte antar att de interagerar med en méanniska. Denna skyldighet galler “savida
detta inte ar uppenbart ... [for en] normalt informerad och skaligen uppmarksam
[fysisk person], med beaktande av omstandigheterna kring och sammanhanget for
anvandningen."**

For Al-genererat innehall bor leverantorer av Al-system tillhandahalla “effektiva,
interoperabla, robusta och tillférlitliga”*° tekniska [6sningar for maskinldasbar mark-
ning som informerar om att innehallet har genererats eller manipulerats artificiellt.
Denna skyldighet ar dock villkorad av den tekniska genomfdrbarheten, den senaste
tekniken och de typer av innehall som genereras. Denna skyldighet omfattar dven
leverantorer av Al-system for allmanna andamal.®!

EU:s Al-byra, som ar baserad inom Europeiska kommissionen, kan ocksa “uppmuntra
och underlatta utarbetandet av forfarandekoder pa unionsniva”? fér att upptacka
och marka artificiellt genererat eller manipulerat innehall och far anta genomfor-
andeakter for att inforliva dessa uppforandekoder. Den 4 september 2025 inleddes
ett samrad for att pabodrja processen med att ta fram riktlinjer och uppférande-
koder.* Om de eventuella uppférandekoderna ar otillrackliga far kommissionen
anta genomfdrandeakter som innehaller gemensamma regler.

Tre viktiga punkter att halla i minnet:

1. Artikel 50 géller for alla Al-system, oavsett om de klassificeras om hog risk eller
inte. >

2. Overensstimmelse med artikel 50 innebér inte att anvdndningen av eller resul-
tatet fran ett Al-system blir lagligt;>> vissa Al-system &r till exempel forbjudna
enligt artikel 5.

247. Al-forordningen, art. 3.60: “"deepfake: Al-genererat eller Al-manipulerat bild-, ljud- eller videoinnehall
som liknar existerande personer, foremal, platser, enheter eller hédndelser och som for en person
felaktigt kan framsta som autentiskt eller sanningsenligt”.

248. Al-forordningen, art. 50.4, andra stycket fortydligar att tillhandahallare inte behéver informera
allmanheten om artificiellt genererat innehall om “innehallet har genomgatt en process med mansklig
granskning eller redaktionell kontroll och om en fysisk eller juridisk person bar det redaktionella ansvaret
for offentliggérandet av innehallet”

249. Al-férordningen, art. 50.1.

250. Al-férordningen, art. 50.2.

251. Al-férordningen, art. 3.66.

252. Al-férordningen, art. 50.7.

253. "Commission launches consultation to develop guidelines and Code of Practice on transparent
Al systems’, 4 september 2025, tillganglig pa https://digital-strategy.ec.europa.eu/en/news/com-
mission-launches-consultation-develop-guidelines-and-code-practice-transparent-ai-systems,
hamtad 11 november 2025.

254, Al-férordningen, art. 50.6 och skal 132.

255. Al-forordningen, skal 137.
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3. Skyldigheterna enligt artikel 50 “ar inte tillamplig pa Al-system som enligt lag far
upptacka, forebygga, forhindra, utreda eller lagfora brott”2>¢

Koppling till andra radttsliga ramverk

Oppenhet och insyn &r ndgra av de principer som faststills i Europaradets ram-
konvention.?’ | artikel 15.2 i ramkonventionen foreskrivs att “[v]arje part ska strava
efter att sakerstalla att personer som interagerar med Al-system meddelas, pa ett
satt som ar lampligt i sammanhanget, om att de interagerar med ett sadant system
och inte med en manniska”

4.1.1. Likabehandlingsorgan och nationella
manniskorattsstrukturer roll nar det galler transparens
i kraven pa Al-system

Denna artikel kan betraktas i ljuset av de forbjudna anvandningar som anges i
artikel 5:

» Overvig artikel 50 tillsammans med artikel 5.1 a och 5.1 b och férespréka
forbud i de artiklar dar transparenskravet i denna artikel ar otillrackligt for
att forhindra skador pa de grundlaggande rattigheterna; detta bor omfatta
situationen dar de tekniska I6sningarna och den senaste markningen av
Al-genererat och manipulerat innehall inte ar "effektiva, interoperabla,
robusta och tillforlitliga”2®

» Overvig artikel 50 tillsammans med artikel 5.1 f, som férbjuder system for
kansloigenkdnning pa arbetsplatser och utbildningsinstitutioner, och artikel
5.1 g, som forbjuder system for biometrisk kategorisering “som kategoriserar
fysiska personer individuellt pa grundval av deras biometriska uppgifter for att
harleda eller dra slutsatser om en persons ras, politiska dsikter, medlemskap
i fackforening, religiosa eller filosofiska dvertygelse, sexualliv eller sexuella
ldggning”#? Artikel 50 innebar inte att forbjudna Al-system blir lagliga.

» Forhindra "riskbegransningsstrategier”genom att genomfora eller bestalla
en juridisk studie for att identifiera de olika situationer och villkor da trans-
parenskrav enligt artikel 50 kan anvandas for att kringga forbud enligt
artikel 5. Denna studie ska publiceras for att informera leverantorer och
tillhandahallare om att de inte bor forsdka kringga forbuden. Denna studie
kan genomféras i samarbete med olika likabehandlingsorgan och/eller
nationella manniskorattsstrukturer.

256. Al-férordningen, art. 50.1.
257. Europaradets ramkonvention, art. 8.
258 Al-férordningen, art. 50.2.
259 Al-férordningen, art. 5.1 g.
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5. Verkstallighet

5.1. Befogenheter for organ som skyddar
de grundlaggande rittigheterna

5.1.1. Sammanhang och betydelse

Artikel 77 ger likabehandlingsorgan nya befogenheter att bedéma diskri-
minering genom Al-system, med rétt att fa tillgang till dokumentation, ratt till
tester och rétt till samarbete fran marknadskontrolimyndigheter och Al-operatorer.

Likabehandlingsorgan anses dock inte automatiskt vara relevanta organ enligt
artikel 77.

Kumulativa villkor for att likabehandlingsorgan
ska anses vara en myndighet enligt artikel 77

1. De bor betraktas som “[n]ationella offentliga myndigheter eller organ som utévar
tillsyn 6ver eller kontrollerar efterlevnaden av skyldigheter enligt unionsratt om
skydd av grundlaggande rattigheter, inbegripet ratten till icke-diskriminering”2%®

260. Al-forordningen, art. 77.1.

» Page 68



2. Deras medlemsstat bor uttryckligen ha identifierat likabehandlingsorganet eller
andra organ fér grundlaggande rattigheter, inkludera dem i en férteckning som
ska meddelas kommissionen och andra medlemsstater, och bor ha offentliggjort
forteckningen senast den 2 november 2024. Medlemsstaterna ska "halla forteck-
ningen uppdaterad’?', vilket tyder pa att likabehandlingsorgan eller andra organ
for grundlaggande rattigheter som inte fortecknats av medlemsstaterna vid den
forsta tidsfristen for anmalan fortfarande kan laggas till. Likabehandlingsorgan
och andra organ kan ocksa strykas fran listan.

Nar vi hdnvisar till likabehandlingsorgan i detta avsnitt och i resten av dokumentet,
hanvisar vi specifikt till likabehandlingsorgan som identifieras som organ enligt
artikel 77 enligt Al-férordningen i sin medlemsstat.

Likabehandlingsorganens roll i Europaradets ramkonvention

Likabehandlingsorgan och strukturer for manskliga rattigheter namns uttryck-
ligen i Europaradets ramkonvention som behdriga att inga i tillsynsatgarderna
for att sakerstalla att skyldigheterna i konventionen uppfylls.2 Ramkonventionen
foreskriver ocksad att sadana mekanismers “skyldigheter fullgérs pa ett
oberoende och opartiskt satt och att mekanismerna omfattar de befogenheter,
den sakkunskap och de resurser som krévs for att man effektivt ska kunna fullgéra
sina uppgifter att Overvaka efterlevnaden av skyldigheterna i konventionen”
Detta dr en anmarkningsvard skillnad mellan Europaradets ramkonvention och
Al-férordningen: enligt Al-forordningen har marknadskontrollmyndigheterna till
uppgift att overvaka och verkstalla, medan likabehandlingsorganen och nationella
manniskorattsstrukturer identifieras som organ enligt artikel 77, men ingar inte
i tillsynsatgarderna. Enligt Europaradets ramkonvention kan likabehandlings-
organ och nationella manniskorattsstrukturer utses som en del av tillsyns- och
verkstallighetsmyndigheterna.

Likabehandlingsorganens befogenheter enligt artikel 77

» Ratt att begadra och fa tillgang till dokumentation

Likabehandlingsorgan och nationella manniskorattsstrukturer “i samband med
anvandningen av Al-system med hog risk som avses i bilaga lll, ska ha befogenhet
att begadra och fa atkomst till all dokumentation som skapas eller uppratthalls
enligt denna forordning pa ett sprak och i ett format som ar lattillgangligt”.2s4
Likabehandlingsorgan och nationella manniskorattsstrukturer bor tolka och testa
anvandningen av denna artikel for att begdra all dokumentation enligt Al-férordningen
som ar nodvandig for att effektivt uppfylla sina mandat. Likabehandlingsorgan och
nationella manniskorattsstrukturer bor informera marknadskontrolimyndigheter

261. Al-forordningen, art. 77.2.

262. Europaradet (2024), Explanatory report to the Council of Europe Framework Convention on Artificial
Intelligence and Human Rights, Democracy and the Rule of Law, punkt 63.

263. Europaradets ramkonvention, art. 26.

264. Al-forordningen, art. 77.1.

Verkstallighet » Page 69



om sitt land nar de gor en begaran om dokumentation. Denna dokumentation kan
anvandas for att identifiera diskriminering som drabbar individer eller grupper, t.ex.
att Al-systemet fungerar daligt for svarta kvinnor och leder till att deras sociala for-
maner dras in, dven om Al-systemet fungerar bra for svarta manniskor i allménhet.®

» Ratt till tester

Om dokumentationen &r otillracklig "for att faststdlla huruvida ett dsidosattande
av skyldigheter enligt unionsratt om skydd av grundldaggande rattigheter har agt
rum’?¢ kan likabehandlingsorgan och nationella manniskorattsstrukturer be mark-
nadskontrollmyndigheter "om organisering av testning av Al-systemet med hdg risk
genom tekniska medel ... inom rimlig tid"?” Sadana brister kan besta i att leveran-
torerna underlater att rapportera resultaten av flera rattvisematningar eller att de
definierar paverkande grupper snavt, vilket gor det omgjligt att bedéma specifika
typer av diskriminering, i synnerhet intersektionell diskriminering (Equinet 2025).
Likabehandlingsorgan och nationella manniskorattsstrukturer maste samarbeta
nara marknadskontrollmyndigheter under testningen.

» Ratt till samarbete med marknadskontrollmyndigheter
och Al-operatorer

» Nar marknadskontrollmyndigheter underréttas av leverantérer av Al-system med
hog risk om en allvarlig incident?® som strider mot unionsratten som syftar till
att skydda grundldggande rattigheter, t.ex. ratten att inte diskrimineras, bor?°
marknadskontrollmyndigheter informera likabehandlingsorgan och nationella
manniskorattsstrukturer.?’

» Marknadskontrollmyndigheter bor utvdrdera "Al-system som utgor en risk™?”!
for grundldaggande rattigheter, inbegripet risk for utsatta grupper.

« Marknadskontrollmyndigheter ar skyldiga att “informera och till fullo
samarbeta”? med likabehandlingsorgan och nationella manniskoratts-
strukturer nar de genomfor utvarderingen.

« De relevanta operatorerna av Al-system ar ocksa skyldiga att samarbeta
med marknadskontrollmyndigheter, likabehandlingsorgan och nationella
manniskorattsstrukturer.?’?

265. For en utforlig analys av (1) vilken dokumentation likabehandlingsorgan skulle kunna ha tillgang
till och (2) hur man forstar de grundlaggande parametrarna i denna tekniska dokumentation som
samlats in pa grundval av genomférda tekniska standarder, se Equinet 2025.

266. Al-forordningen, art. 77.3.

267. Ibid.

268. Al-férordningen, art. 73.1.

269. Al-forordningen, art. 3.49: En allvarlig incident ar "en incident eller ett fel i ett Al-system som direkt
eller indirekt orsakar ... (c) [d]sidoséttande av skyldigheter enligt unionsratten avsedda att skydda
grundldggande réttigheter”.

270. Al-forordningen, art. 73.7.

271. Al-férordningen, art. 79.1 och férordning (EU) 2019/1020, art. 3.19.

272. Al-férordningen, art. 79.2.

273. Ibid.
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« Marknadskontrollmyndigheter kan, baserat pa sin utvardering, kréva att
Al-operatorer vidtar korrigerande atgarder, drar tillbaka Al-systemet fran
marknaden eller aterkallar det.?*

» Likabehandlingsorgan och nationella manniskorattsstrukturer bor samarbeta
med marknadstillsynsorgan och bistd dem nér de utvarderar om ett Al-system
som har valts bort fran hoégriskordningen utgor en betydande risk for skada
pa de grundldggande réttigheterna.

» Marknadstillsynsorgan bor utvardera om “ett Al-system som av leverantdren
klassificeras som Al-system utan hog risk enligt artikel 6.3 faktiskt ar ett Al-system
med hdg risk”?> pa grundval av risk for de grundldggande rattigheterna.
Likabehandlingsorgan kan hjdlpa marknadskontrollmyndigheter med denna
utvdrdering.

» Marknadskontrollmyndigheter har ett krav pa att samrada med likabehand-
lingsorgan och nationella manniskorattsstrukturer dven nar ett Al-system med
hog risk ar forenligt med Al-férordningen, men fortfarande utgor en risk for de
grundldggande rattigheterna.?s

Likabehandlingsorgan och nationella manniskorattsstrukturer kan saledes bidra
till marknadskontrolimyndigheternas utredningar och eventuellt foresla relevanta
korrigerande atgarder, inklusive tillbakadragande av Al-systemet fran marknaden,
eftersom de kan vara involverade i att hjdlpa marknadskontrollmyndigheter att
faststélla om ett potentiellt diskriminerande Al-system inte uppfyller skyldigheterna
i Al-férordningen.

Dessa befogenheter kan, ndr de anvands, vara effektiva for att bedéma och atgarda
diskriminering i Al-system.

Vidare dr det viktigt att framhalla att Al-forordningen “pdverkar inte behoérigheten,
uppgifterna, befogenheterna och oberoendet for relevanta nationella offentliga
myndigheter eller organ som 6vervakar tillampningen av unionsratten till skydd
for grundldaggande réttigheter, inbegripet jamstalldhetsorgan”?” Med andra ord
paverkar utredningar som beddmer efterlevnaden av Al-férordningen inte utred-
ningar som beddmer efterlevnaden av likabehandlingslagar.2¢ P4 samma satt har
berdrda personer ratt att [damna in klagomal enligt artikel 85 i Al-forordningen samt
enligt likabehandlingslagar.

274. Anmarkning, férordning (EU) 2019/1020, art. 18. Al-operatérer har ratt att yttra sig innan en sadan
atgadrd vidtas.

275. Al-férordningen, art. 80.1.

276. Al-forordningen, art. 82.1.

277. Al-forordningen, skal 157.

278. Se aven skal 45 i Al-forordningen: Al-férordningen paverkar inte forbuden enligt unionens lagstift-
ning om icke-diskriminering.
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5.1.2.

Likabehandlingsorgan och nationella

manniskorattsstrukturer roll avseende artikel 77
i Al-forordningen

» Forespraka att bli organ enligt artikel 77.

» Som organ enligt artikel 77, genom ratten att begara och fa tillgang till
dokumentation:

Utveckla robusta argument som stoder deras ratt att fa tillgang till informa-
tion, med utgangspunkt i arbetet med Equinet (se Equinet 2025). Annars
kommer likabehandlingsorgan och nationella manniskorattsstrukturer
sannolikt att ifrdgasattas av foretag och offentliga myndigheter i deras
forsok att forhindra tillgang.

Utveckla testfall, baserat pa tillganglig information, for att faststalla om
informationen ar relevant for att utféra deras uppdrag.

Anvanda dokumentationen som tagits emot for att utreda
diskrimineringsskador.

Kontrollera om det forekommer “ethics washing” och bedom hur grupper
har definierats av Al-operatorer nar du testar for bias.

» Som organ enligt artikel 77, i samband med testning:

Se till att de har tillrackliga resurser for att kunna samarbeta effektivt med
marknadskontrollmyndigheter, som kommer att leda testerna. Det kan
handla om att ha egen teknisk expertis, icke-teknisk personal som utbildats
for att samarbeta med tekniska experter eller att bygga upp partnerskap
med externa partner (fér mer information, se avsnittet om Samarbete).

Utveckla mallar for samarbete med marknadskontrollmyndigheter.

» Som organ enligt artikel 77, i samband med verkstallighetsatgarder av
marknadskontrollmyndigheter:

Oka medvetenheten om Al-systemens risker fér diskriminering genom
att t.ex. publicera deras beslut.

Spara och offentliggora atgarder som ror deras roll som organ enligt artikel
77, for att 6ka den allmanna medvetenheten om deras roll och illustrera
deras nodvandighet att framja likabehandling och icke-diskriminering
i Al-system.

» Utfarda riktlinjer och forespraka att grundlaggande rattigheter beaktas av
Europeiska kommissionen:

Europeiska kommissionen ska "uppratta ett forenklat formular for teknisk
dokumentation som ar inriktat pa sma féretags och mikroféretags behov."*”®
Skadan pa manniskors rattigheter ar inte korrelerad med storleken pa de
foretag som utvecklar Al-system med hog risk. Likabehandlingsorgan och
nationella manniskorattsstrukturer ska understryka att vasentlig informa-
tion i dokumentationen inte far utelamnas.

279. Al-forordningen, art. 11.1 andra stycket.
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» Europeiska kommissionen ges befogenhet att anta delegerade akter i
enlighet med artikel 97 (utévande av delegering) for att andra bilaga IV
(teknisk dokumentation for Al-system med hog risk).

« Bidra till Europeiska kommissionens riktlinjer for rapportering av allvarliga
incidenter. EU-kommissionen forvantas ta fram riktlinjer for rapportering
av allvarliga incidenter senast den 2 augusti 2025.%%° Dessa riktlinjer kom-
mer sannolikt att omfatta samordning och protokoll fér 6verforing av
information fran marknadskontrollmyndigheter till likabehandlingsorgan
och nationella manniskorattsstrukturer. Likabehandlingsorgan genom
Equinet eller andra organ bor 6vervaga att paverka dessa riktlinjer.

« Se dven de rekommendationer som anges i dessa riktlinjer avseende
klassificering, andringar i forteckningen 6ver Al-system med hog risk och
forbjudna Al-system, konsekvensbeddmningar avseende grundlaggande
rattigheter osv.

5.2. Rattsmedel

5.2.1. Sammanhang och relevans

Al-férordningen ger fysiska och juridiska personer ratt att klaga till en marknads-
kontrollmyndighet och, fér den enskilde, ratt till forklaring. Ingen av dessa rattigheter
ar docki sig sjalv en effektiv rattighet.

Ratt att klaga

En berdrd person kan klaga till en marknadskontrollmyndighet (artikel 85). Klagomalet
"beaktas vid genomférandet av marknadskontrollen”?®' och hanteras i enlighet med
"forfaranden for uppfoljning av klagomal”#2 Det finns dock ingen allméan skyldighet for
marknadskontrolimyndigheten att agera pa ett klagomal fran en berérd person. Den
klagande har inte ndgon réttslig stallning i processen aven om klagomalet "beaktas vid
genomforandet av marknadskontrollen”.®® Ratten till klagomal i Al-férordningen kan
darfor i basta fall betraktas som en partiell rattighet. Denna rattighet paverkar dock
inte andra befintliga rattsmedel enligt annan nationell lagstiftning eller unionsratt.2

Om en persons grundldggande réttigheter kranks av ett Al-system bor personen i
fraga i stéllet 6vervaga att klaga hos ett organ for grundlaggande rattigheter, t.ex.
ett likabehandlingsorgan om det galler diskriminering. Nar personuppgifter ar

280. Al-férordningen, art. 73.7.

281. Al-férordningen, art. 85.

282. Forordning (EU) 2019/1020, art. 11.7 a.

283. Al-forordningen, art. 85. En berord part kan ocksa 6vervaga andra majligheter till prévning, t.ex.
Europaparlamentets och radets direktiv (EU) 2020/1828 av den 25 november 2020 om grupptalan
for att skydda konsumenters kollektiva intressen och om upphéavande av direktiv 2009/22/EG. Se
aven Al-forordningen, art. 110.

284. Al-forordningen, skal 170.
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inblandade kan en berord person ocksa ha maojlighet att klaga hos den relevanta
dataskyddsmyndigheten.?®

Ratt till en forklaring

Al-férordningen ger ocksa varje berdrd person rétt till forklaring (artikel 86) nar till-
handahallaren fattar ett beslut “pa grundval av utdata fran ett Al-system med hog
risk som fortecknas i bilaga lll ... som har réttslig verkan eller pa liknande satt i bety-
dande grad paverkar den personen pa ett satt som de anser ha en negativ inverkan
pd deras halsa, sakerhet eller grundidggande réttigheter."* Forklaringen ska innehalla
"tydliga och meningsfulla forklaringar av Al-systemets roll i beslutsférfarandet och
de viktigaste delarna av det beslut som fattats.">®

Nar galler ratten till forklaring enligt Al-forordningen?

Rétten till forklaring enligt Al-forordningen galler dock endast om samma ratt
"inte pa annat satt foreskrivs i unionsratten”2® Nar personuppgifter behandlas av
Al-system med hog risk kommer ratten till information enligt artikel 15.1 h i GDPR
som omfattar “ska ldmnas meningsfull information om logiken bakom”?® att galla.

Vidare ar det viktigt att understryka att det finns ett generellt férbud enligt artikel
22.1 i GDPR mot ett "beslut som enbart grundas pa automatiserad behandling,
inbegripet profilering, vilket har rattsliga foljder for honom eller henne eller pa
liknande satt i betydande grad paverkar honom eller henne!” Detta innebar att
Al-system med hdg risk som anvander personuppgifter som har “réttslig verkan
eller pd liknande satt i betydande grad paverkar” endast far anvdandas nar sarskilda
undantag enligt artikel 22.2 i GDPR ér tillampliga, ndmligen ndr sddan anvandning

(a) ar nodvandigt for att inga eller fullgora ett avtal mellan den registrerade och en
personuppgiftsansvarig

(b) &r tilldten enligt unionsrétten eller en medlemsstats nationella ratt som den person-
uppgiftsansvarige omfattas av och som ocksa faststéller lampliga atgarder for att skydda
den registrerades rattigheter och friheter samt berattigade intressen, eller

(c) baseras pa den registrerades uttryckliga samtycke.

Dessutom har ordet "enbart” i Schufa-malet tolkats sa att det omfattar automati-
serad behandling som kanske bara &r en del av beslutet men som d@nda spelar en
"avgOrande roll"2%°

285. GDPR, art. 77-79.

286. Al-forordningen, art. 86.1. (Vdr kursivering.)

287. Al-férordningen, art. 86.1.

288. Al-forordningen, art. 86.3.

289. GDPR, art. 15.1 h: ”(1) Den registrerade ska ha ratt att av den personuppgiftsansvarige fa bekraftelse
pa huruvida personuppgifter som rér honom eller henne behandlas eller inte och, om sa ér fallet,
fa tillgang till personuppgifterna och féljande information: ... (h) forekomsten av automatiserat
beslutsfattande, inbegripet profilering, som avses i artikel 22.1 och 4 och, atminstone i dessa fall,
meningsfull information om den logik som ligger bakom samt betydelsen och de forutsedda
foljderna av sadan behandling for den registrerade.”

290. Domstolens dom av den 7 december 2023, SCHUFA Holding (Scoring), C-634/21, EU:C:2023:957,
punkt 50.
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Artikel 86 i Al-forordningen kan saledes vara anvandbar i tva situationer:

1. Nar personuppgifterna inte ar involverade i Al-systemet med hog risk (annars
skulle artikel 15.1 h i GDPR galla).

2. Nar personuppgifter arinblandade och automatiserad behandling med hjélp av
Al-systemet med hog risk inte spelar en "avgérande roll” i beslutet (se domen i
CJEU Schufa ovan).

Vad ar en meningsfull forklaring?

Al-férordningen kraver "tydliga och meningsfulla forklaringar av Al-systemets roll
i beslutsforfarandet och de viktigaste delarna av det beslut som fattats”?' Domen
i malet CK mot Dun & Bradstreet kan vara till hjalp. Den klargjorde att "meningsfull
information om logiken bakom”#?i GDPR innebar "en kortfattad, transparent, begriplig
och lattillganglig form, det férfarande och de principer som faktiskt tillampas for att
med hjalp avautomatiserade metoder anvanda personuppgifter om den personen
i syfte att uppna ett visst resultat"?*®* SEn sadan forklaring ar “inte nédvandigtvis
en komplex férklaring av de algoritmer som anvands eller ett avsldjande av den
fullstandiga algoritmen”?4

Skydd av foretagshemligheter

| Al-férordningen anges att “[r]atten att fa en férklaring bor inte tillampas pa sadan
anvandning av Al-system som enligt unionsratten eller nationell ratt omfattas av
undantag eller begransningar”* Ett sadant undantag kan vara skyddet av foretags-
hemligheter.?® Liksom i CK mot Dun & Bradstreet skulle ratten till forklaring behova
balanseras mot skyddet av immateriella rattigheter, inklusive foretagshemligheter.
| det fallet bedémde domstolen att avvagningen mellan olika rattigheter maste goéras
av tillsynsmyndigheten eller en relevant domstol, och inte av foretaget.?” Nar det
galler Al-férordningen kan ett liknande argument anforas.

291. Al-férordningen, art. 86.1.

292. GDPR, artikel 15.1 h.

293. Domstolens dom (férsta avdelningen) av den 27 februari 2025. CK mot Dun & Bradstreet Austria
GmbH och Magistrat der Stadt Wien, C-203/22, ECLI:EU:C:2025:117, punkt 66.

294. Ibid, punkt 60.

295. Al-forordningen, skal 171.

296. Direktiv 2016/943, artikel 2.1.

297. Domstolens dom (férsta avdelningen) av den 27 februari 2025. CK mot Dun & Bradstreet Austria
GmbH och Magistrat der Stadt Wien, C-203/22, ECLI:EU:C:2025:117, punkt 76.
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5.2.2. Likabehandlingsorgan och nationella
manniskorattsstrukturer roll gallande rattsmedel

» Informera medborgarna om deras rattigheter. Som en del av deras skyldighet
att hjalpa offer for diskriminering (som beskrivs i Standardsdirektiven), bor
likabehandlingsorgan informera individer om deras ratt till en forklaring
och ratt att [amna in ett klagomal till marknadskontrollmyndigheter enligt
Al-férordningen och till dataskyddsmyndigheten enligt EU:s dataskydds-
lagstiftning. Detta innebar att personalen maste utbildas i att kdnna igen
de fall dar ratten till forklaring galler.

» Individerna bor informeras om att denna ratt ar ett komplement till och inte
ett substitut for befintliga rattsliga atgarder.

5.3. Samarbetsmekanismer

5.3.1. Sammanhang och relevans

For att likabehandlingsorgan och nationella manniskorattsstrukturer ska vara effek-
tiva och kunna utéva sina befogenheter enligt Al-férordningen maste de samarbeta
med marknadskontrollmyndigheter i sitt land samt med andra organ enligt artikel
77, inklusive dataskyddsmyndigheter. Dessutom kommer samrad med civilsamhal-
lesorganisationer att gynna likabehandlingsorganens arbete.

5.3.2. Likabehandlingsorgan och nationella
manniskorattsstrukturer roll nar det galler samarbete
med olika intressenter

Samarbete mellan artikel 77-organ

Likabehandlingsorgan och nationella manniskorattsstrukturer bor 6vertyga
sin medlemsstat om att en tydlig rattslig grund for informationsutbyte mellan
artikel 77-organ ska upprattas, om sa inte redan har skett. Al-férordningen
foreskriver informationsutbyte mellan marknadskontrollmyndigheter och
likabehandlingsorgan/ nationella manniskorattsstrukturer.>® | vissa situationer
kommer dock likabehandlingsorgan och nationella manniskorattsstrukturer aven
att behova samarbeta med andra artikel 77-organ i sitt land, for vilka det kravs
en separat rattslig grund for informationsutbyte.

298. Al-férordningen, art. 73.7 och 79.2.
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Samarbete med marknadskontrolimyndigheter

Likabehandlingsorgan och nationella manniskorattsstrukturer bor etablera ett nara
samarbete med marknadskontrollmyndigheter s& snart de har inrattats. Den exakta
strukturen for styrning i varje medlemsstat kan variera. Det ar mojligt att vissa lander
védljer en tillsynsmyndighet som marknadskontrollmyndighet medan andra valjer
en rad olika tillsynsmyndigheter. Bade Nederlanderna och Irland har angett att de
foredrar flera tillsynsmyndigheter i en "hub-and-spoke”-modell med en huvudansvarig
tillsynsmyndighet som stéder andra tillsynsmyndigheter. Frankrike har inrattat ett
system for samordnad styrning: generaldirektoratet for konkurrenspolitik, konsu-
mentfragor och bedrageribekampning [Direction générale de la concurrence, de la
consommation et de la répression des fraudes] ansvarar for den operativa samord-
ningen och har kontakt med generaldirektoratet for foretag gallande den strategiska
samordningen. Fler an tio andra enheter har sedan i uppdrag att tillampa specifika
bestammelser i Al-férordningen, inklusive den nationella dataskyddsmyndigheten
CNIL (la Commission nationale de l'informatique et des libertés) och medietillsyns-
myndigheten Arcom (se Direction générale des Entreprises 2025). | ett sddant lage
bor likabehandlingsorgan etablera samarbete med alla marknadskontrollmyn-
digheter med sarskild prioritet for den ledande marknadskontrollmyndigheten.

Ta fram réattsliga grunder for informationsutbyte

Likabehandlingsorgan och nationella manniskorattsstrukturer bor 6vertyga
sin medlemsstats regering och se till att medlemsstaten har inrattat en bred
rattslig grund for informationsutbyte mellan artikel 77-organ samt mellan
marknadskontrollmyndigheter och artikel 77-organ.?®® Férekomsten av sddana
rattsliga grunder ar en forutsattning for att uppratta bilaterala och multilate-
rala samarbetsavtal for informationsutbyte. Sddana éverenskommelser bor
vara brett utformade for att tacka befogenheterna for artikel 77-organen
och marknadskontrollmyndigheterna. Dessa 6verenskommelser bor mojlig-
gora ytterligare fallspecifika bilaterala 6verenskommelser dar sa behovs.3®

Inrétta likabehandlingsspecifika arbetsgrupper

Likabehandlingsorgan och nationella manniskorattsstrukturer bor tillsammans
med marknadskontrollmyndigheter inrdtta arbetsgrupper som kan utbyta
sakkunskap med varandra om specifika @mnen. Inledningsvis kan en sadan arbets-
grupp arbeta for att skapa en gemensam forstaelse inom olika organisationer.
Ett exempel pa en arbetsgrupp skulle kunna vara "bdsta praxis for att identifiera
diskrimineringsskador genom Al-system”. Detta kan vara till hjalp for likabehand-
lingsorgan nar de utvecklar vagledning for marknadskontrolimyndigheter om
hur man identifierar diskriminering sa att likabehandlingsorgan kan underréttas.

299. De Autoriteit Persoonsgegevens (2024), Final recommendation on supervision of Al: sector and
centrally coordinated, punkt 37, tillgdnglig pa www.autoriteitpersoonsgegevens.nl/en/current/
final-recommendation-on-supervision-of-ai-sector-and-centrally-coordinated, hdmtad den 11
november 2025.

300. Ibid.
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Uppratta tydliga automatiska utlésare som tvingar marknadskontroll-
myndigheten att samarbeta med likabehandlingsorgan och nationella
manniskorattsstrukturer

Det arviktigt att marknadskontrollmyndigheter ar val medvetna om likabehandlings-
organ och nationella manniskorattsstrukturer expertis, till exempel nar det galler
ratten att inte diskrimineras och likabehandling. Marknadskontrollmyndigheter
bor aktiveras automatiskt for att informera likabehandlingsorgan nar en allvarlig
incident som kranker ratten till att inte diskrimineras har rapporterats enligt artikel
73.7.0m marknadskontrollmyndigheter ar osakra pa om det finns en risk for diskri-
minering bor de omedelbart radfraga likabehandlingsorgan, till exempel i scenarier
som ror artiklarna 79 och 80 i Al-férordningen, sa att likabehandlingsorgan kan
bista med sin expertis. Det ar battre att fa falska flaggor an att missa évertradelser
som marknadskontrollmyndigheter har forbisett pa grund av bristande expertis.

Anmalan om bristande efterlevnad fran andra EU-lander

Om marknadskontrollmyndigheter upptacker bristande efterlevnad som inte
ar begransad till deras nationella territorium maste de "utan oskaligt dréjsmal
informera kommissionen och de andra medlemsstaterna om utvarderingsresul-
taten och om de atgarder som den har dlagt operatéren att vidta”°! och vidare
meddela, med detaljer, om operatdren inte foljer de atgarder som kravs.>°?
Likabehandlingsorgan och nationella manniskorattsstrukturer bor betona for
marknadskontrollmyndigheter och EU:s Al-styrelse att likabehandlingsorgan
och nationella manniskorattsstrukturer i andra medlemsstater bor informe-
ras och underrattas nar bedémningen av bristande efterlevnad innebar ris-
ker for grundldaggande rattigheter, till exempel ratten att inte diskrimineras.

Tillgang till dokument

Likabehandlingsorgan och nationella manniskorattsstrukturer kan begara doku-
ment fran leverantérer av Al-system med hog risk.3% Likabehandlingsorgan kan
ocksa fa tillgang till dokumentationen fran marknadskontrollmyndigheterna om
marknadskontrollmyndigheter redan har fatt tillgang till den fran leverantorer.
Detta kan paskynda atkomstprocessen for likabehandlingsorgan och nationella
manniskorattsstrukturer. | bada fallen &r det viktigt att understryka att foretagen
inte kan hindra marknadskontrollmyndigheter fran att dela dokumentationen
med likabehandlingsorgan och nationella méanniskoréattsstrukturer under fore-
vandning av skydd for foretagshemligheter. Sarskilt i det fall dar likabehand-
lingsorgan och nationella manniskorattsstrukturer begar dokumentationen via
marknadskontrollmyndigheten, indikerar den senaste domen att féretaget inte
kan avgdra om dokumentationen kan delas eller inte.* Det beslutet fattas av
tillsynsmyndigheten eller domstolen.

301. Al-férordningen, art. 79.3.

302. Al-férordningen, art. 79.5-6.

303. Al-forordningen, art. 77.1.

304. Domstolens dom (forsta avdelningen) av den 27 februari 2025. CK mot Dun & Bradstreet Austria
GmbH och Magistrat der Stadt Wien, C-203/22, ECLI:EU:C:2025:117, punkt 76.
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Inblandning i testning

Om likabehandlingsorgan och nationella manniskorattsstrukturer anser att den
dokumentation som tillhandahalls av leverantorerna ar otillracklig for att faststalla
om en Overtradelse av unionsratten som skyddar grundlaggande rattigheter
har agt rum, kan de begdra att marknadskontrollmyndigheten “organiserar test-
ning av Al-systemet med hog risk genom tekniska medel ... inom rimlig tid"3%
| Al-forordningen anges att marknadskontrollmyndigheter ska organisera testerna.
Detta ger utrymme for att testerna kan utforas av en tredjepartsleverantor eller
expert. Testerna bor genomféras med “nara samarbete™ av likabehandlingsorgan
och/eller nationella manniskorattsstrukturer.

Det ar viktigt for likabehandlingsorgan och nationella manniskorattsstrukturer
att faststalla foljande:

» Vem kommer att utfora testet?
» Vad ar det som testas?

» Den exakta inneborden av "rimlig tid". Detta bor faststallas sa tidigt som
mojligt och inte nar ett drende uppstar.

» Den exakta dmsesidiga 6verenskommelsen mellan likabehandlingsorgan/
nationella manniskorattsstrukturer och marknadskontrollmyndigheten
om “ndra medverkan”. Finns det en kontaktperson som ar direkt involverad
i testerna? Omfattar det att likabehandlingsorgan/ nationella manniskoratts-
strukturer pa férhand radfragas om hur testerna ska ga till?

» Ta fram ett protokoll for samarbete mellan myndigheter?
Exempel och god praxis

Inspiration kan hamtas fran tidigare samarbeten mellan likabehandlingsorgan,
nationella manniskorattsstrukturer och dataskyddsmyndigheter. | Storbritannien
samarbetade den brittiska kommittén for likabehandling och manskliga rattig-
heter med den brittiska dataskyddsmyndigheten (Information Commissioner’s
Office) som en del av the Fairness and Innovation Challenge, med testfall inom
hogre utbildning, finans, halso- och sjukvard och rekrytering, for att hitta nya
satt att hantera statistiska, manskliga och strukturella biaser och diskrimi-
nering i Al-system. Utmaningen finansierades av Storbritanniens Ministry of
Science.??” | Norge har likabehandlingsorganet samarbetat med dataskydds-
myndigheten som en del av en regulatorisk testmiljo for artificiell intelligens.3%

305. Al-férordningen, art. 77.3.

306. Ibid.

307. Gov.uk (2024), Pressmeddelande: "Al Fairness Innovation Challenge winners announced’, tillganglig
pa www.gov.uk/government/news/ai-fairness-innovation-challenge-winners-announced, hamtad
den 11 november 2025.

308. Se www.datatilsynet.no/en/regulations-and-tools/sandbox-for-artificial-intelligence/, hdmtad den
11 november 2025.
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| Frankrike underlattas samarbetet mellan likabehandlingsorganet som férvarar
rattigheter (rattighetsforsvararen) och dataskyddsmyndigheten CNIL av flera
mekanismer: de bada institutionerna har ett samfoérstandsavtal och rattighets-
forsvararen ar ocksa styrelseledamot i CNIL. P4 grund av denna strukturella
koppling informeras rattighetsforsvararen om alla arenden som CNIL tar emot.3

Samarbete med andra offentliga organ

Samarbete bor ocksa betraktas som ett satt att samla specifika resurser. Frankrike
har till exempel inrattat en arbetsgrupp for datavetenskap som heter PEReN (Le
Pole d'expertise de la régulation numérique), som bestar av cirka 20 datavetare
och som finns pa ekonomiministeriet, men som ar tillganglig for alla centrala organ
och tillsynsmyndigheter. Detta gor det maojligt for det franska likabehandlings-
organet rattighetsforsvararen att fa tillgang till de senaste tekniska kunskaperna
och fardigheterna. Det ar viktigt att man vid ett sadant samarbete infor tydliga
samarbetsmekanismer for att sakerstélla att likabehandlingsorganens behov
tillgodoses och for att skapa garantier for likabehandlingsorganens oberoende.

Samarbete med civilsamhallet och andra externa intressenter

Inratta ett radgivande forum i varje medlemsland, bestaende av medlemmar fran
civilsamhallet, grasrotsorganisationer och akademiker som tillsammans kombi-
nerar erfarenhet pa faltet med expertis inom likabehandling och lagstiftning mot
diskriminering, men ocksa inom digitala rattigheter. Detta radgivande forum kan
flagga for skadlig anvandning av Al som likabehandlingsorgan i medlemslander
kan prioritera att undersdka. Forumet bor sammantrada regelbundet och utbyta
erfarenheter med likabehandlingsorganen.

Fortséatta och fordjupa det befintliga samarbetet
med civilsamhéllesorganisationer

Equinet och likabehandlingsorgan i vissa medlemslander (t.ex. belgiska likabehand-
lingsorganet Unia) har regelbundet samarbetat med civilsamhallesorganisationer
genom att bjuda in dem till evenemang och diskussioner. Sddant samarbete ger
mojlighet att utbyta information som kan vara till nytta fér bada sidor. Det finns
utrymme for att fordjupa dessa engagemang nar det galler Al genom att eta-
blera kontakter mellan civilsamhallesorganisationer och likabehandlingsorgan
iandra medlemslander. Detta kraver dock sannolikt mer personalresurser. En vag
framat kan vara att utvidga de formella samarbetsstrukturer som finns i andra
regleringssammanhang.

309. Information baserad pa intervjun med rattighetsforsvararen.
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Forbattra hanteringen av klagomal

Uppratta en tydlig och okomplicerad process for klagomalshantering avseende
diskrimineringsskador fran Al-system.>'° Dela med sig av likabehandlingsorganens/
nationella manniskorattsstrukturer process for att ta emot klagomal inom ramen
for sitt mandat och den klagandes rittigheter under hela processen. Oka medve-
tenheten inom civilsamhallet om processen och exempel pa fallstudier som klargor
vilka typer av klagomal som likabehandlingsorgan och nationella manniskoratts-
strukturer kan hantera inom sina ansvarsomraden. Det kan vara till hjalp att aven
belysa drenden som faller inom tillsynsmyndigheternas ansvarsomrade enligt
Al-férordningen och/eller GDPR, och de klagandes rattigheter enligt dessa lagar.
Uppmuntra civilsamhallesorganisationer att dela denna information med personer
som skadas av Al-system sa att potentiella klagande far mer inflytande.

Externa experter kan ocksa bidra med teknisk expertis

Projektet Al Equality by Design gjorde det mojligt for professorer att ge akademisk
radgivning i fall som rérde Al och diskriminering®'". Det kan vara nddvandigt att
sOka finansiering fran regeringen, genom akademiska forskningsinitiativ, finansie-
ring av rattstvister eller pa annat satt for att fa expertutlatanden eller radgivning.

310. Se dven Equinet (2023), Minimal guidelines on improving complaints data collection by equality
bodies, tillgénglig pa https://equineteurope.org/wp-content/uploads/2024/01/Minimal-Guidelines-
on-Improving-Complaints-Data-Collection-by-Equality-Bodies-1.pdf, hdmtad den 11 november
2025.

311. Equinet (2025), Embedding equality safeguards into technical standards for the EU AIA and
empowering equality defenders: Equinets deltagande i projektet "Equality by Design, Deliberation
and Oversight”, tillganglig pa https://equineteurope.org/latest-developments-in-ai-equality/, hamtat
den 11 november 2025.
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6. Standardsdirektiven

6.1. Allmdnt sammanhang

Den 7 maj 2024 antogs tva nya direktiv for att garantera likabehandlingsorganens
effektivitet och oberoende och ddrmed starka “tillampningen av principen om
likabehandling”?'? De féljer pa standardiseringsarbetet av Equinet,®'* Europeiska
kommissionen mot rasism och intolerans (ECRI)*'* och Europeiska kommissionen.3'

De faststaller harmoniserade minimistandarder:

» Direktiv 2024/1500 pa omradet likabehandling av och lika méjligheter for
kvinnor och mén i fraga om anstélining och yrke.

» Direktiv 2024/1499 om likabehandling av personer oavsett deras ras eller etniska
ursprung, likabehandling i fraga om anstélining och yrke oavsett religion eller
overtygelse, funktionshinder, alder eller sexuell Iaggning, likabehandling av

312. Standardsdirektiven, art. 1.

313. Equinet (2016), Developing Standards for Equality Bodies: An Equinet Working Paper.

314. ECRI, Allmén policyrekommendation nr 2 (reviderad): Equality Bodies to Combat Racism and Intolerance
at National Level, december 2017.

315. Kommissionens rekommendation (EU) 2018/951 av den 22 juni 2018 om standarder for
likabehandlingsorgan.
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kvinnor och man i fraga om social trygghet samt tillgang till och tillhanda-
hallande av varor och tjanster.

Standardsdirektiven®'® kan hjalpa likabehandlingsorgan att férebygga och avsloja
diskriminering i Al-system och de namner uttryckligen artificiell intelligens och
automatiserade system i sina skal:

Det dr avgorande att uppmarksamma de méjligheter och risker som anvandningen av
automatiserade system, inbegripet artificiell intelligens, medfor. Likabehandlingsorgan
bor sarskilt ha lampliga manskliga och tekniska resurser. Dessa resurser bor sarskilt
mojliggora for likabehandlingsorganen att a ena sidan kunna anvanda automatiserade
system for sitt arbete och & andra sidan kunna bedéma systemens efterlevnad av regler
om icke-diskriminering. Om likabehandlingsorganet ingar i ett organ som har flera man-
dat bor de resurser det behover for att utova sitt likabehandlingsmandat sakerstallas.>'”

Standardsdirektiven ska vara inforlivade i nationell lagstiftning senast i juni 2026.

6.2. Forandringar i mandat och resursfordelning

6.2.1. En utvidgning av mandatets omfattning

Genom standardsdirektiven utvidgas likabehandlingsorganens mandat. | syn-
nerhet bor stater som annu inte har gjort det utvidga likabehandlingsorganens
mandat till de grunder och samhéllsomraden som omfattas av direktivet om social
trygghet - likabehandling av kvinnor och man (79/7/EEG) och ramdirektivet for
likabehandling i arbetslivet (2000/78/EG), och ge dem st6rre befogenheter att tacka
grunderna religion eller 6vertygelse, alder, funktionshinder och sexuell laggning
pa arbetsplatsen, samt kon och genus inom omradet for social trygghet.'® Detta ar
viktigt eftersom system for automatiserat beslutsfattande (ADM) inom omradet for
social trygghet ofta har visat sig vara partiska mot kvinnor, vilket har observerats
i Osterrike, Frankrike och Sverige 3

Det ar viktigt att notera att tillampningsomradet fér standardsdirektiven fortfarande
ar begréansat till de grunder och samhallsomraden som omfattas av EU:s icke-
diskrimineringslagstiftning.3?° | standardsdirektiven faststélls dock minimikrav, och
likabehandlingsorganens mandat kan vara bredare pa nationell niva.

Dessutom hanvisar standardsdirektiven uttryckligen till begreppet intersektionell
diskriminering i samband med likabehandlingsorganens framjande och férebyggande

316. Equinet (2024) och MOOC som utvecklats av Europaradet ger en omfattande Gversikt Gver
férordningen.

317. Direktiv 2024/1500, skal 21, och direktiv 2024/1499, skal 22.

318. Direktiv 2024/1499, art. 1.2. | praktiken stracker sig manga likabehandlingsorgans verksamhets-
omrade redan léngre én minimikraven i EU:s lagstiftning mot diskriminering. Se Equinet 2024: 24.

319. Allhutter D. et al. (2020), "Algorithmic profiling of job seekers in Austria: How austerity politics are
made effective’, Frontiers in Big Data, 3, tillganglig pa https://doi.org/10.3389/fdata.2020.00005,
hamtad den 11 november 2025; Romain m.fl. (2023); Amnesty International (2024), "Sweden:
Authorities must discontinue discriminatory Al systems used by welfare agency’, tillganglig pa
www.amnesty.org/en/latest/news/2024/11/sweden-authorities-must-discontinue-discriminato-
ry-ai-systems-used-by-welfare-agency/, hamtad den 11 november 2025.

320. Direktiv 2024/1499 och 2024/1500, skal 15.

Standardsdirektiven » Page 85


https://www.frontiersin.org/journals/big-data/articles/10.3389/fdata.2020.00005/full
https://www.amnesty.org/en/latest/news/2024/11/sweden-authorities-must-discontinue-discriminatory-ai-systems-used-by-welfare-agency/
https://www.amnesty.org/en/latest/news/2024/11/sweden-authorities-must-discontinue-discriminatory-ai-systems-used-by-welfare-agency/

verksamhet. Standardsdirektiven foreskriver att likabehandlingsorgan i detta sam-
manhang “beakta sarskilda ogynnsamma situationer till foljd av intersektionell
diskriminering”3?' Skalen i direktiven betonar ocksa att “[n]ar likabehandlings-
organen framjar likabehandling, forebygger diskriminering, samlar in uppgifter om
diskriminering och bistar de personer som utsatts for diskriminering i enlighet med
detta direktiv, ar det viktigt att de agnar sarskild uppmarksamhet at intersektionell
diskriminering.”*2

Eftersom Al-system, och sarskilt prediktiv analys, sannolikt kommer att ge upphov
till intersektionella former av diskriminering, kommer det att vara sarskilt viktigt
for likabehandlingsorgan att utnyttja dessa nya befogenheter, till en bérjan med
framjande och férebyggande aktiviteter (Xenidis 2020).

6.2.2. En skyldighet att tillhandahalla tillrackliga resurser

Enligt artikel 4 ska staterna "forse likabehandlingsorganen nédvandiga for att de ska
kunna genomfora alla sina uppgifter och utdva alla sina befogenheter effektivt”. | de
ovannamnda skélen kopplas fragan om resurser uttryckligen till hanteringen av Al- och
ADM-system,*, som kan krava nya och ytterligare tekniska och personella resurser.

Vad innebar detta i praktiken?

» Personella resurser

Likabehandlingsorganen maste ha "kvalificerad personal ... for att kunna utféra var
och en av sina uppgifter pa ett effektivt satt’,>* "anstalla tillrackligt manga personer
med olika och kompletterande kompetenser for att utféra alla sina uppgifter och
funktioner pa ett effektivt satt” och "erbjuda konkurrenskraftiga Ioner och arbets-
villkor”3% Nar det galler att hantera Al- och ADM-system innebar detta foljande:

» Anstilla teknologer, inklusive datavetare, och erbjuda dem konkurrenskraftiga
[6ner for att bygga upp likabehandlingsorganens interna tekniska expertis.
Alternativt kan man se till (genom anstallning eller kompetenshdjning) att
likabehandlingsorganen ar utrustade internt for att valja ut och samarbeta
med externa tekniska experter, till exempel forskare eller experter inom mark-
nadskontrollmyndigheter eller andra organ enligt artikel 77.

» Sakerstalla (genom anstallning eller kompetenshdjning) att ett tillrackligt antal
juridiska och politiska experter inom likabehandlingsorganen har kunskap
om hur ADM-/Al-system fungerar (med atminstone en grundldggande for-
staelse for tekniska fragor) och om lagar som rér Al- och ADM-system, sarskilt
Al-férordningen.

» Utbilda den personal som ansvarar for att ta emot klagomal i hur man upptécker
potentiell anvédndning av ADM/Ali klagomal till likabehandlingsorgan, och ha

321. Direktiv 2024/1499 och 2024/1500, art. 5.2.

322. Direktiv 2024/1499, skél 16; 2024/1500, skal 15, se dven direktiv (EU) 2023/970 (lika 16n), skal 15.

323. Direktiv 2024/1499, skal 22; direktiv 2024/1500, skal 21.

324, Direktiv 2024/1499, skal 21; direktiv 2024/1500, skal 20.

325. Equinet (2023), Matstandarder for likabehandlingsorgan: Indikatorer for sjalvutvardering, resurser,
indikatorerna 2.2.1.1 och 2.2.1.2.
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tillrackliga personalresurser som kan granska klagomal och stalla foljdfragor
om det ar relevant.

Nederlandernas institut for manskliga rattigheter, som framgangsrikt genomfort en
utredning pa eget initiativ om eventuell systematisk diskriminering i samband med
barnbidrag, planerar att inratta ett ramverk for att hantera teknikbaserade datamal.
Mot bakgrund av den mangd resurser som kravs for ett sddant drende anser institutet
att denna hantering helst bor ske genom att utbilda anstéllda jurister och anstalla
datavetare (llieva 2024: 73.)

Manga av rekommendationerna om utbildning och kompetenshdjning ér i linje
med artikel 20 i Europaradets ramkonvention, som handlar om digital kompetens
och digitala fardigheter for "alla delar av befolkningen, inbegripet sarskilda expert-
kunskaper for dem som ansvarar for att identifiera, bedéma, forebygga och begrénsa
riskerna med Al-system”.

» Tekniska resurser

Tekniska resurser kan betraktas som den "tredje delen”av resursférdelningen, utver
likabehandlingsorganens personal och finansiering (Equinet 2024). Detta inbegriper
lokaler, infrastruktur och tillrackliga resurser for att tillgodose deras IT-behov, inklusive
bland annat datainsamlingssystem och konsultverktyg online.3? Narmare bestamt
kan detta innebara foljande nar det galler att ta itu med Al- och ADM-system:

> Sékerstalla att IT-systemet for klagomalshantering gor det majligt for perso-
nalen att enkelt flagga och upptacka klagomal dar det finns misstankar om
att Al- och ADM-system kan ha anvants. Monster mellan olika klagomal som
kan peka pa Al- och ADM-system ska kunna identifieras. Detta skulle bidra
till att 16sa ett av de praktiska hindren for att identifiera diskriminering som
harror fran Al- och ADM-system, som Unia tog upp: “arbetsbelastningen vid
klagomalshantering innebar att det kanske inte alltid ar latt att upptacka att
klagomal som registreras i det tekniska systemet ar en del av flera klagomal
om samma organisation. Ett annat omrade dar det tekniska systemet kan
forbattras ar att det visserligen har ett falt for att registrera om ett Al- eller
ADM-system var inblandat i drendet, men att detta falt ar djupt begravet i de
formulédr som anvdandarna maste fylla i for att lamna in ett klagomal och darfor
ar latt att forbise”. (Xenidis 2025)

> Att ha en tillrdckligt séker IT-infrastruktur for att utféra dataanalyser i samband
med utredning av Al- och ADM-system. Med tanke pa klagomalens kénsliga natur
och manniskors personuppgifter kan anvdandningen av molntjanster som till-
handahalls av teknikforetag fran USA inte betraktas som saker [T-infrastruktur.3

Nar det galler mangden resurser som krdvs betonar Equinet att “likabehandlings-
organen sjdlva ar den enhet som ar bast Iampad att avgora vilka resurser som kravs

326. Equinet (2023), Méatstandarder for likabehandlingsorgan: Indikatorer for sjalvutvérdering.

327. Se Cloud Act och Foreign Surveillance Intelligence Act i USA. Se dven den senaste tidens rapportering
om att Microsoft kan ha stangt av e-postkontot for Internationella brottmalsdomstolens chefsaklagare
som en reaktion pa en exekutiv order fran USA:s president Trump. Molly Quell (2025), Trump’s sanctions
on ICC prosecutor have halted tribunal’s work, tillganglig pa https://apnews.com/article/icc-trump-san-
ctions-karim-khan-court-a4b4c02751ab84c09718b1b95chd5db3, hamtad den 11 november 2025.
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for att ‘utfora var och en av sina uppgifter effektivt, inom rimlig tid' baserat pa deras
beddmning av de problem som de arbetar for att ta itu med och de aktiviteter och
atgdrder som de behéover vidta” (Equinet 2024). Diskussioner om verktyg kan ocksa
hanteras pa kollektiv niva, till exempel via Equinet, som har en plattform for sadana
diskussioner genom flerariga Standards Project, som innebar arliga méten med
intresserade medlemmar for att diskutera alla aspekter som ror likabehandlings-
organens resurser, oberoende och befogenheter.

| standardsdirektiven anges att likabehandlingsorgan kan anvanda Al- och ADM-
verktyg for att utféra sitt uppdrag. Aven om detta kan géra det mojligt for lika-
behandlingsorganen att bli mer effektiva (t.ex. genom att upptacka ménster mellan
olika klagomal), bor dessa verktyg upphandlas noggrant, utvarderas noggrant och
anvandas forsiktigt med instruktioner for hur de ska anvandas.

6.2.3. Likabehandlingsorganens roll vad galler deras mandat
och resurser, i samband med ADM- och Al-system

Betrdffande deras mandat, och i synnerhet begreppet intersektionell
diskriminering
» Utnyttja hanvisningarna till intersektionalitet for att ta itu med den ofta
intersektionella diskriminering som potentiellt finns inbyggd i ADM- och
Al-system, nar man bedriver forskning och kommunikation.

» Verka for att utvidga likabehandlingsorganens mandat till att omfatta grunder
som gar utover EU:s lagstiftning mot diskriminering.

» Forespraka en bredare tillampning av intersektionalitet, eftersom direktiven
for narvarande begransar “intersektionellt arbete” till férebyggande och
framjande aktiviteter.

Vad galler resursfordelning

» Utvardera de manskliga och tekniska resurser som kravs for att hantera Al-/
ADM-system.

» Verka for att sddana manskliga och tekniska resurser stalls till forfogande,
bland annat i samband med infoérlivandet av standardsdirektiven.

» ldentifiera vilka typer av tekniska verktyg som kommer att vara anvdandbara
och samarbeta pa internationell niva for att upphandla eller utveckla dem.
Nar det galler programvara for klagomalshantering bor man till exempel
prioritera programvara med 6ppen kallkod som kan anvandas av olika lika-
behandlingsorgan och dndras vid behov utifran specifika behov. Ett annat
exempel kan vara att utveckla verktyg for utredningar som kan anvandas
av flera likabehandlingsorgan i stéllet for att vart och ett utvecklar samma
verktyg frdn grunden.3®

328. Liknande initiativ kan observeras inom omraden som dataskydd. Se Europeiska dataskyddsstyrelsens
(EDPB) granskningsverktyg for webbplatser, tillgéangligt pa www.edpb.europa.eu/our-work-tools/
our-documents/support-pool-experts-projects/edpb-website-auditing-tool_en, hdmtat den 11
november 2025.
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6.3. Forandringar av befogenheter

Standardsdirektiven faststaller harmoniserade minimistandarder for vilka befogen-
heter likabehandlingsorganen har och ger dem nya verktyg for att ta itu med algo-
ritmisk diskriminering pa tva fronter:

» Befogenheter att framja likabehandling och férhindra diskriminering.
» Befogenheter att utreda och atgarda.

| avsnitt 6.3. behandlas vad bestammelserna i direktiven innebér for Al- och
ADM-system.

De befogenheter som faststalls i standardsdirektiven ar kopplade till skyldigheter som
inforts genom Europarddets ramkonvention att anta eller uppratthalla rattsmedel,3*
skyddsatgarder®° och tillsynsmekanismer.3' Skyldigheterna omfattar "kontinuerlig
overvakning av nuvarande utvecklingskapacitet och granskning, offentliga samrad
och samarbeten, ramverk for risk- och konsekvenshantering och ramverk for konse-
kvensbedémning av ménskliga rattigheter, tekniska standarder samt program for
utbildning och medvetenhet”33

6.3.1. Fraimjande av likabehandling och forebyggande
av diskriminering

Standardsdirektiven som infor “framjande av likabehandling”som en befogenhet for
likabehandlingsorgan “krdver att staterna gor det mojligt for likabehandlingsorgan
att ga fran en reaktiv, korrigerande strategi mot diskriminering till en proaktiv, fore-
byggande och framjande strategi” (Equinet 2024). Denna férandring ar avgérande
i samband med automatiserat beslutsfattande och Al-system, dar bristande med-
vetenhet och bristande information ar tva utmaningar nar det galler att forebygga
och motverka diskriminering.

Okad medvetenhet

Genom artikel 5.1 i standardsdirektiven infors en ny allméan befogenhet for lika-
behandlingsorgan att 6ka medvetenheten. Nar det galler Al- och ADM-system
innebar detta att 6ka medvetenheten om riskerna for diskriminering fran Al- och
ADM-system, om befintliga rattigheter till icke-diskriminering och om potentiella
vagar till dverklagande och gottgorelse, inklusive forekomsten av likabehandlings-
organ. Denna medvetandehdjande verksamhet ska vara tillganglig,32 och sarskild
uppmarksamhet ska agnas at manniskor i utsatta situationer som ofta ar maltavlor
for Al- och ADM-system. Denna medvetandehdjande atgéard ligger i linje med mark-
nadskontrollmyndigheternas krav pa att agna sérskild uppmarksamhet at Al-system

329. Europaradets ramkonvention, art. 14.

330. Europaradets ramkonvention, art. 15.

331. Europaradets ramkonvention, art. 9.

332. Europaradet (2024), Explanatory report to the Council of Europe Framework Convention on Artificial
Intelligence and Human Rights, Democracy and the Rule of Law, punkt 63.

333. Standardsdirektiven, art. 12.
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som utgor en risk for utsatta grupper och att informera likabehandlingsorganet om
en risk for grundlaggande rattigheter identifieras.**

Proaktivt forebyggande

Artikel 5.2 i standardsdirektiven markerar ytterligare en férandring jamfort med
likabehandlingsdirektiven3** genom att ge likabehandlingsorganen majlighet att
ta en proaktiv roll i arbetet med att férebygga diskriminering. Atgarder for att gora
detta omfattar, men &r inte begransade till, “framjande av positiv sdrbehandling
och integrering av ett jamstalldhetsperspektiv bland offentliga och privata enheter,
tillhandahallande till dem av relevant utbildning, rddgivning och stod, deltagande i
offentlig debatt, kommunikation med berdrda parter, daribland arbetsmarknadens
parter, och framjande av utbyte av god praxis”33®

Last tillsammans med artikel 4 i standardsdirektiven avseende resurser innebar
detta att likabehandlingsorganen bor ha tillrdckliga resurser for att bedriva sadan
verksamhet.

Konsultation

Enligt artikel 15 i standardsdirektiven ska staterna samrdda med likabehandlingsor-
gan vid utarbetande och genomférande av lagar, riktlinjer, forfaranden och program
som ror de rattigheter och skyldigheter som féljer av likabehandlingsdirektiven.
Denna artikel kan tolkas snavt, som begréansad till likabehandlingslagstiftning och
-politik. Avsikten med det samrad som anges i skdlen ar dock att gora det mgjligt
for likabehandlingsorganen att bidra till “likabehandlingsintegrering”3¥” Darfor
bor likabehandlingsorganen involveras i digital lagstiftning och politik, inbegripet
genomfdrandet av Al-férordningen eller nationell lagstiftning om specifika anvand-
ningar av Al- och ADM-system.

Denna bestammelse dterspeglar ocksa artikel 19 i Europaradets ramkonvention, som
foreskriver att offentliga samrad och samrad med flera intressenter ska genomféras
kring "viktiga fragor som tas upp i samband med Al-system".

334. Al-forordningen, art. 79.2.

335. I den hér rapporten avser "likabehandlingsdirektiv” viktiga direktiv som antagits enligt EU-ratten:
Rédets direktiv av den 29 juni 2000 om genomfdrandet av principen om likabehandling av per-
soner oavsett deras ras eller etniska ursprung (direktiv 2000/43/EG); radets direktiv av den 27
november 2000 om inrattande av en allmén ram for likabehandling i arbetslivet (direktiv 2000/78/
EG); Europaparlamentets och rddets direktiv 2006/54/EG av den 5 juli 2006 om genomférandet av
principen om lika méjligheter och likabehandling av kvinnor och mén i arbetslivet (omarbetning)
(direktiv 2006/54/EG); radets direktiv av den 13 december 2004 om genomfdérande av principen
om likabehandling av kvinnor och mén nar det galler tillgang till och tillhandahéllande av varor och
tjanster (direktiv 2004/113/EG); Europaparlamentets och radets direktiv 2010/41/EU av den 7 juli 2010
om tillampningen av principen om likabehandling av kvinnor och mén som ar egenféretagare och
om upphavande av radets direktiv 86/613/EEG (direktiv 2010/41/EU); Europaparlamentets och radets
direktiv (EU) 2023/970 av den 10 maj 2023 om starkt tillampning av principen om lika 16n fér kvinnor
och man for lika eller likvardigt arbete genom insyn i [6nesattningen och efterlevnadsmekanismer
(direktiv 2023/970/EU); radets direktiv av den 19 december 1978 om successivt genomférande av
principen om likabehandling av kvinnor och mén i fraga om social trygghet (direktiv 79/7/EEG).

336. Standardsdirektiven 5.2.

337. Se Equinet (2024) for en liknande analys av bestammelsen.
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Insamling av data, tillgang till likabehandlingsdata
och framtagning av rapporter

Artikel 16 i standardsdirektiven ger likabehandlingsorganen befogenhet att samla
in data (med tonvikt pa att den ska vara uppdelad),*3® genomféra undersokningar,*
fa tillgang till statistik som samlats in av andra®** och ge rekommendationer om
vilka likabehandlingsdata som ska samlas in.3*' Denna befogenhet &r uttryckligen
kopplad till likabehandlingsorganens rapporteringsskyldigheter, som omfattar
rapporter om "om situationen i sin medlemsstat... ndr det galler likabehandling”3*?
| skdlen ges ocksa mer information om syftet med datainsamlingen, som omfattar
att "kvantifiera diskriminering” och "utvardera genomfdrandet av lagstiftning om
likabehandling” samt “bidra till evidensbaserat beslutsfattande”

Dessa befogenheter kan tillampas pad omradet for Al-/ADM-system, sarskilt for att fa
en battre forstaelse for hur langt offentliga myndigheter har kommit med att infora
Al-/ADM-system.

Dataskyddslagstiftningen bor inte ses som ett hinder fér insamling av uppgifter om lika-
behandling (EU:s byra for grundlaggande rattigheter 2021). Dataskyddsférordningen
tilldter insamling och behandling av sérskilda kategorier av personuppgifter under
vissa forutsattningar, inbegripet for statistiska andamal eller forskningsandamal,
i artikel 9.2 a, g och j. Undergruppen for jamlikhetsdata inom Europeiska kommis-
sionens hognivagrupp for icke-diskriminering, jamlikhet och mangfald har antagit
olika riktlinjer och publicerat vagledningar om insamling och anvandning av jam-
likhetsdata. | mars 2025 publicerade undergruppen ett dokument om “Insamling
och anvandning av jamlikhetsuppgifter i full dverensstammelse med EU:s allmdnna
dataskyddsférordning och nationella dataskyddsregler’, dar basta praxis fran flera av
EU:s medlemsstater och erfarenheter som delas av byran for grundlaggande rattig-
heter och undergruppens medlemmar lyfts fram (undergruppen fér jamlikhetsdata
2025; se aven llieva 2024).

338. Standardsdirektiven, art. 16.1.
339. Standardsdirektiven, art. 16.2.
340. Standardsdirektiven, art. 16.3.
341. Standardsdirektiven, art. 16.4.
342. Standardsdirektiven, art. 17 c.
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6.3.2. Likabehandlingsorganens roll nar det galler att framja
likabehandling och forebygga diskriminering

Okad medvetenhet

» Oka medvetenheten om de nya rittigheterna for berérda personer: som en

del av deras medvetandehdjande befogenheter bor likabehandlingsorganen
O0ka medvetenheten om de réttigheter som berérda personer har i samband
med Al-system, t.ex. ratten att lamna in ett klagomal och ratten till forklaring
enligt Al-férordningen och EU:s dataskyddslagstiftning.

Oka medvetenheten om riskerna for de grundlaggande réttigheterna, med
hjalp av befintliga bevis avseende Al-system pa nationell och europeisk niva.

Samarbeta med media och journalister for att uppmuntra till nya under-
sokningar och 6kad rapportering om dessa fragor.

Delta kring befintliga initiativ for att 6ka medvetenheten: att 6ka allmanhetens
medvetenhet kan innebdra att man gar dit allmanheten redan befinner sig.
Det pagaende europeiska projektet AlgoLit,**, som arbetar med algoritmisk
medling, syftar till exempel till att samarbeta med medlare och socialarbe-
tare for att 6ka medvetenheten om fragor kring Al- och ADM-system i den
offentliga sektorn. Likabehandlingsorganen skulle kunna samarbeta med
sadana initiativ for att se till att riskerna for diskriminering diskuteras tillrackligt
i sadana program och for att framja likabehandlingsorganens roll nar det
galler att tillampa ratten till att inte diskrimineras. Detta ar sarskilt viktigt
eftersom utbildning som rér utmaningar med artificiell intelligens ofta har
en "etikbaserad”ansats snarare an en ansats som bygger pa grundlaggande
rattigheter (Xenidis 2025).

Overvaka strategier som anvinds av leverantérer och tillhandahallare av
Al-system, inbegripet strategier for "riskbegransning” (Xenidis 2025) och
"ethics washing” (Equinet 2025) som anvands av leverantdrer och tillhand-
ahallare av Al-/ADM-system (t.ex. sjdlvundantag fran hégriskordningen eller
att inte anse att vissa system ar forbjudna enligt artikel 5).

Proaktivt forebyggande

> Ge utbildning till privata och offentliga tillhandahallare av Al-/ADM-system

(inbegripet offentliga myndigheter), samt till lagstiftande och rattsliga
institutioner. Europaradet erbjuder t.ex. en kurs om Al och motverkande
av diskriminering i flera nationella sammanhang, i samarbete med
likabehandlingsorgan (t.ex. Diskrimineringsombudsmannen i Finland,
"rattighetsforsvararen” [Defender of Rights] i Frankrike, Kommissionen for
medborgarskap och jamstalldhet [Commission for Citizenship and Gender
Equality] i Portugal och Unia i Belgien).

Framja inkludering och likabehandling inom vetenskap, teknik, ingenjors-
vetenskap och matematik (STEM).

343. FARI(2025), "ALGO-LIT (Erasmus+ Project)", tillganglig pa www.fari.brussels/research-and-innovation/

project/algo-lit, hdmtad den 11 november 2025.
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Insamling av data, tillgang till likabehandlingsdata och framtagning
av rapporter

» ldentifiera diskriminering till foljd av AI/ADM och genomférandet av

Al-férordningen som ett prioriterat omrade for offentlig rapportering.

» Skriva rapporter baserade pa nationella granskningar av anvéandningen

av Al-/ADM-system inom ett visst omrdde, med fokus pa omraden som
anses vara hogriskomraden enligt bilaga Il i Al-férordningen. Dessa skriv-
bordsgranskningar kan dra nytta av den information som finns tillganglig
i EU-databasen 6ver Al-system med hdg risk, men gé langre och inkludera
en analys av system som inte anses vara hog risk eller system som inte finns
med i den offentliga databasen (t.ex. brottsbekdampning, migration och
granskontroller), for att visa vikten av att inte begransa sig till Al-system
med hog risk. Dessa rapporter kan ocksa genomféras i flera lander for att
identifiera gemensamma monster och trender.

Genomfoéra undersékningar om allmanhetens uppfattning om Al- och
ADM-system och forstaelse for diskrimineringsrisker. Helst skulle detta
kunna goras i flera lander for att jamféra sammanhang och svar. | Sverige
fick Diskrimineringsombudsmannen i uppdrag av regeringen att forbattra
kunskapen om risker for diskriminering vid anvdandning av artificiell intel-
ligens och andra typer av automatiserat beslutsfattande i yrkesmassiga
sammanhang (Arbetsmarknadsdepartementet, regeringsbeslut 2022-06-07,
A2022/00877), vilket resulterade i en rapport som publicerades i november
2023. Rapporten undersckte kunskapsnivan bland arbetsgivare om deras
anvandning av artificiell intelligens och visade att arbetsgivarna inte var
medvetna om att de redan anvdnde Al och andra typer av automatiserat
beslutsfattande.>*

Ha ett ndra samarbete med statistikbyraer for att sdkerstalla att disaggre-
gerade data samlas in och finns tillgangliga for att tekniskt analysera biaser
i Al-/ADM-system.

6.3.3.Tillgang till rattslig provning och rattsmedel

Standardsdirektiven svarar pa utmaningen med de nuvarande skillnaderna mellan
likabehandlingsorganen i hur de framjar tillgang till rattslig prévning genom att ge
likabehandlingsorganen uttryckliga befogenheter att agera till stod for brottsoffer
och underlatta tillgangen till rattslig provning. Dessa befogenheter omfattar bistand
till utsatta personer,3* alternativ tvistlosning,?* genomférande av utredningar,¥
utfardande av yttranden och beslut®® och genomforande av réttstvister.3* | detta
avsnitt behandlas specifika bestammelser.

344. Diskrimineringsombudsmannen (2023), "Al och risker for diskriminering i arbetslivet’, tillgéanglig

345.
346.
347.
348.
349.

pa: www.do.se/rattsfall-beslut-lagar-stodmaterial/publikationer/2023/ai-och-risker-for-diskrimi-
nering-i-arbetslivet, hdmtad den 11 november 2025.

Standardsdirektiven, art. 6.

Standardsdirektiven, art. 7.

Standardsdirektiven, art. 8.

Standardsdirektiven, art. 9.

Standardsdirektiven, art. 10.
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Bistand till utsatta personer och méjlighet att ta emot klagomal

| artikel 6 i Standardsdirektiven anges att “Likabehandlingsorganen ska informera
brottsoffer om: den rattsliga ramen, inklusive radgivning som ar inriktad pa deras
specifika situation, de tjanster som erbjuds av likabehandlingsorganet och relaterade
processuella aspekter, tillgangliga rattsmedel, inklusive méjligheten att driva drendet
i domstol, tillampliga sekretessregler och skydd av personuppgifter, och méjligheten
att fa psykologiskt eller annat stdd fran andra organ eller organisationer”.

| samband med Al-/ADM-system innebar detta att informera brottsoffer om deras
rattigheter enligt Al-férordningen och enligt EU:s dataskyddslagstiftning.

Utredningar

Artikel 8 i Standardsdirektiven ger likabehandlingsorganen befogenhet att genom-
fora utredningar antingen efter ett klagomal eller suo moto (pa eget initiativ, for att
undersodka eventuella vertradelser av ratten till likabehandling). Som ECRI under-
stryker ar "dessa undersdkande aktiviteter viktiga for att avslja och faststalla bevis
for diskriminering eller intolerans som i slutdndan gor det méjligt att prova dessa
upplevelser”° Det sistndmnda ar sarskilt viktigt nar det galler Al-/ADM-system, som
forblir slutna och okdnda.

Artikel 8.2 i Standardsdirektiven ger likabehandlingsorgan effektiv tillgang till infor-
mation och dokument och ar relevant med avseende pa Al-férordningen av tva skal:

» For likabehandlingsorgan som (dnnu) inte &r artikel 77-organ finns det en
mojlighet att utforska bestdmmelsen som ett satt att fa tillgang till information
och handlingar som omfattas av sekretessregler, inklusive teknisk dokumenta-
tion eller fullstandiga versioner av konsekvensbedémningar av grundldaggande
rattigheter.

» Ratten att fa tillgang till information och dokument hindras ofta av att det
ar svart att fa tillgang till begriplig information. Eftersom Al-férordningen
foreskriver att information som skapas enligt lagen maste vara tillganglig, kan
likabehandlingsorgan utnyttja detta och fokusera pa att begara tillgang till
information och dokument som produceras inom ramen fér lagen, och darmed
sakerstalla att de farinformation som &r begriplig och anvandbar (forutsatt att
tillganglighetskravet klargors och respekteras).

Enligt artikel 8.3 i Standardsdirektiven far likabehandlingsorgan, i enlighet med
nationell lagstiftning och praxis, anfortro ett annat behérigt organ de befogenheter
som avses ovan. Denna artikel 6ppnar upp for samarbete, men inte for att ersatta
likabehandlingsorgan, eftersom ordalydelsen i artikeln antyder att denna befogenhet
kommer att utdvas av ett annat organ “i tillagg till” och inte “istallet for"3*' Denna
bestammelse kan utforskas som ett satt att utveckla formellt samarbete med andra
organ.

350. ECRI, Allmén policyrekommendation nr 2r.
351. Se Equinet (2024) s. 84 for en liknande analys av bestammelsen.
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Yttranden och beslut

Artikel 9i Standardsdirektiven ger ocksa mojligheter att 6ka allmanhetens forstaelse
for och kunskap om Al-/ADM-system inom offentlig sektor. Dar foreskrivs att “nar sa
arlampligt ska bade icke bindande yttranden och bindande beslut innehalla sarskilda
atgarder for att avhjélpa konstaterade dvertradelser av principen om likabehandling
och forhindra upprepningar’, och att likabehandlingsorganen "ska offentliggora
atminstone en sammanfattning av de av yttranden och beslut som de anser vara
av sarskild betydelse”.

Rattstvister

Artikel 10i Standardsdirektiven ger likabehandlingsorgan en icke-6verférbar befo-
genhet att agera i domstolsforfaranden, vilket bér omfatta "minst ett av féljande:
ratten att inleda domstolsforfaranden pa en eller flera utsatta personers vagnar,
ratten att delta i domstolsforfaranden till stod for en eller utsatta personer, eller
ratten att inleda ett domstolsforfarande i eget namn for att forsvara allmanintresset”.

Rattstvister kring Al- och ADM-system &r fortfarande sallsynta, och det behovs initiativ
eller stod fran likabehandlingsorgan pa detta omrade.

6.3.4. Likabehandlingsorganens roll nar det galler tillgang till
rattslig provning och rattsmedel
Stod till utsatta personer och mojlighet att ta emot klagomal

» Setill att likabehandlingsorganens personal som ansvarar for stod till utsatta
personer dr uppdaterad om Al-férordningen, sa att utsatta personer far
tillracklig information om sina réttigheter.

» Samordna med marknadskontrollmyndigheter (MSA) for att sakerstalla att
utsatta personer som lamnar in klagomal till marknadskontrollmyndigheter
uppmuntras att ldmna in klagomal till likabehandlingsorgan..

Utredningar
» Genomfor utredningar suo moto av specifika Al-/ADM-system.

» Utforska det nationella inforlivandet av artikel 8 i Standardsdirektiven som
ett satt att fa tillgang till information som produceras enligt Al-férordningen.
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Yttranden och beslut
» | yttranden och beslut foresla dtgarder som syftar till att sprida kunskap om
systemen. Till exempel har domstolen i Bologna, i dom nr. 2949/2020 fran
den 31 december 2020, efter att ha domt Deliveroo att betala 50 000 euro
till forman for kdranden, beordrat publicering av domens text i en nationell
tidning i syfte att garantera maximal synlighet.3>

» Systematiskt publicera yttranden och beslut som rér Al-/ADM-system, for
att gora kunskapen om deras anvandning och risker offentlig.

Rattstvister
» Medverka i domstolsforhandlingar i renden som ror Al-/ADM-system.

352. Fernandez Sanchez S. F. (2021), “Frank, el algoritmo consciente de Deliveroo. Comentario a la
Sentencia del Tribunal de Bolonia 2949/2020, de 31 de diciembre”, Revista De Trabajo Y Seguridad
Social CEF, s. 179-93, tillganglig pa https://doi.org/10.51302/rtss.2021.2374 [pa spanskal, hamtad
den 11 november 2025.
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7. Tematiskt fokus

Detta avsnitt behandlar anvandningen av Al inom fem tematiska omraden som
baseras pa de vanligaste sektorerna som omfattas av likabehandlingsorganens
nationella madnniskorattsstrukturer arbete: brottsbekdmpning, migration, asyl och
granskontroll, utbildning, arbetsliv och social trygghet och stodtjanster for syssel-
sattning. Varje tematiskt fokusomrade tar upp exempel pa Al-anvéandning och listar
relevanta artiklar i EU:s Al-lag som bor beaktas for den sektorn.

7.1. Tematiskt fokus: Brottsbekdampning,
migration, asyl och granskontroll

7.1.1. Sammanhang
Anvandning av Al-system inom brottsbekdampning,
migration, asyl och granskontroll

Al och ADM anvénds i en rad olika sammanhang inom omradena brottsbekdmpning,
migration, asyl och granskontroll.

Inom brottsbekdampning har tidigare forskning visat pa anvandningsomraden som
stracker sig fran kartlaggning av brottsmoénster baserat pa tidigare brottsdata,
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upptackt av olagliga féremal fran satellitbilder, upptackt av hets mot folkgrupp pa
natet,**3 beslut om tillfalliga frigivningar i fangelser®> eller bedomning av risker med
avseende pa konsbaserat vald.3>

Bildigenkdnning och biometri anvands ocksa i stor utstrackning. | Finland kan
polisen anvdnda bildigenkanning for att identifiera icke-biometriska kdnnetecken,
t.ex. klader och registreringsskyltar pa bilar (Xenidis 2025). Frankrike anvande sig av
fijarrstyrd videodvervakning under de olympiska och paralympiska sommarspelen
i Paris 2024.3%¢ Den applikation for ansiktsigenkdnning som kommersialiserades
av det amerikanska foretaget Clearview Al, och som byggde pa icke malinriktad
skrapning av ansiktsbilder pa sociala medier, sades anvandas av flera brottsbekam-
pande myndigheter i Europa (Veld et al. 2020).

Forskning visar att teknik for ansiktsigenkdanning kan ge upphov till problematiska
diskriminerande biaser.?” Aven nir rapporter visar att Al- och ADM-system i sig inte
ar partiska kritiseras distribueringen av dem for att pa ett oproportionerligt satt rikta
in sig pa och 6vervaka minoriteter och for att utféra etnisk profilering. Detta kan
intrdffa nar dverdriven 6vervakning av platser eller befolkningsgrupper aterkopp-
las till prediktiva verktyg och 6kar massovervakning av eller riskpodngen for dessa
grupper. Det kan ocksa hdnda att dessa system anvands pa olika satt beroende pa
personens hudfirg, till exempel att poliser tolkar resultaten fran ett system pa olika
satt beroende pa den misstanktes hudfarg.

Al- och ADM-system anvands ocksa i migration, asyl och granskontroll, inom olika
omraden (Dumbrava 2025, Jones et al. 2023, McGregor 2023). Ar 2023 kartlade en rap-
portinom ramen for projektet Algorithmic Fairness for Asylum Seekers and Refugees
(AFAR) anvandningen av Al-teknik inom migrations- och asylomradet i Europa och
identifierade foljande anvandningsomraden: prognoser for framtida invandring och
forflyttningar, riskbedomningar och triagering, handlaggning av visum, resetillstand
och medborgarskapsansékningar, dokumentverifiering for identitetsverifiering och
upptackt av bedragerier, taligenkanning (for att faststalla asylsokandes ursprungsland

353. Se Europeiska unionens byra for grundlaggande rattigheter (2022), Bias in Algorithms: Artificial
Intelligence and Discrimination, Luxemburg: Europeiska unionens publikationsbyra, s. 28-49.

354. GarciaT.etal. (2025), “Spanish prisons use a 30-year-old algorithm to decide on temporary releases”,
Civio, tillganglig pa https://civio.es/justicia/2025/03/12/spanish-prisons-use-a-30-year-old-algo-
rithm-to-decide-on-temporary-releases/, hamtad den 11 november 2025.

355. Public Sector Tech Watch (2025), "Viogen 5.0: discovering Spain’s risk assessment system of gen-
der-based violence’, tillganglig pa https://interoperable-europe.ec.europa.eu/collection/public-
sector-tech-watch/viogen-50-discovering-spains-risk-assessment-system-gender-based-violence,
hamtad den 11 november 2025.

356. Ministére de I'Intérieur (2025), Expérimentation, en temps réel, de caméras ” augmentées”, tillganglig
pa www.interieur.gouv.fr/actualites/actualites-du-ministere/experimentation-en-temps-reel-de-ca-
meras-augmentees, hdmtad den 11 november 2025.

357. CSO Liberty riktade kritik mot ett program for ansiktsigenkanning som anvandes av South Wales
Police bland annat for diskriminering pa grund av kén och/eller etnicitet eftersom det gav en
hogre andel positiva tréffar for kvinnoansikten och/eller for ansikten tillhérande svarta och etniska
minoriteter. Se det efterféljande beslutet fran Court of Appeal of England and Wales (appellations-
domstolen i England och Wales) i R (Bridges) mot Chief Constable of South Wales Police ([2020] EWCA
Civ 1058), som framholl att South Wales Police "konsekvensbedémning avseende lika behandling
var uppenbart otillracklig och grundade sig pa ett rattsligt fel (genom att inte erkanna risken for
indirekt diskriminering)” och att dess "efterféljande tillvagagangssatt for att bedoma eventuell
indirekt diskriminering till foljd av anvandningen av AFR &r bristfalligt” Se Xenidis 2025.

Page 98 » Europeiska riktlinjer om Al och algoritmdriven diskriminering


https://civio.es/justicia/2025/03/12/spanish-prisons-use-a-30-year-old-algorithm-to-decide-on-temporary-releases/
https://civio.es/justicia/2025/03/12/spanish-prisons-use-a-30-year-old-algorithm-to-decide-on-temporary-releases/
https://interoperable-europe.ec.europa.eu/collection/public-sector-tech-watch/viogen-50-discovering-spains-risk-assessment-system-gender-based-violence
https://interoperable-europe.ec.europa.eu/collection/public-sector-tech-watch/viogen-50-discovering-spains-risk-assessment-system-gender-based-violence
https://www.interieur.gouv.fr/actualites/actualites-du-ministere/experimentation-en-temps-reel-de-cameras-augmentees
https://www.interieur.gouv.fr/actualites/actualites-du-ministere/experimentation-en-temps-reel-de-cameras-augmentees

eller vid bedémning av sprakkunskaper i medborgarskapsansokningar), elektronisk
6vervakning (t.ex. fotbojor), fordelning av vélfardsbidrag, matchningsverktyg (t.ex. vid
fordelning till mottagningscenter) och utvinning av mobiltelefondata for verifiering
av identitet och berattelser (Ozkul 2023).

Sadan anvandning innebdr risker for de grundldggande rattigheterna, delvis pa grund
av de felaktigheter, biaser och stereotyper som kan finnas inbyggda i verktygen,
effekterna pa rattvisa och rattssakra forfaranden samt fragor som ror integritet och
dataskydd (Dumbrava 2025, McGregor 2023). Efter en réttslig talan fran Foxglove och
Joint Council for the Welfare of Immigrants slutade Storbritanniens inrikesdeparte-
ment 2020 att anvdanda en streamingalgoritm som anvédndes vid visumansodkningar
och som tilldelade s6kande fran specifika nationaliteter en "réd” riskpodngprofil (BBC
2020). | en fallstudie av Equinet om Storbritanniens anvdandning av ett ADM-system
for att avgora ratten till permanent uppehallstillstand, som inrdttats for att reglera
invandringsstatusen fér medborgare i EU, Europeiska ekonomiska samarbetsomradet
(EES), Schweiz och deras familjer som bor i Storbritannien efter Brexit, framholls flera
problem med systemet, ndmligen brist pa transparens, osdkerhet kring manskligt
omdome och avsaknad av forhér med specifika databaser, vilket ledde till negativa
effekter for kvinnor (Allen och Masters 2020). | april 2024 alade den grekiska data-
skyddsmyndigheten migrations- och asylministeriet att betala 175 000 euro i boter for
brott mot GDPR i samband med utvecklingen och genomférandet av programmen
Centaur och Hyperion i mottagnings- och inkvarteringsanldggningar for asylsékande.
Centaur var ett delvis automatiserat dvervakningssystem for att forutse och flagga “hot”
med hjdlp av bland annat CCTV och dronare, och Hyperion var ett system for in- och
utpasseringskontroll (Hellenska dataskyddsmyndigheten 2024).

Ett brett spektrum av undantag

En av Al-férordningens egenskaper ar att den ger Al-system som anvands inom brotts-
bekdmpning, migration, asyl och granskontroll en rad olika undantag. Till exempel anses
Al-system som ar forbjudna for vissa anvandningsomraden endast utgora en hog risk
i samband med brottsbekdmpning, t.ex. forbudet mot biometrisk kategorisering.3*®
Dessutom omfattas de av mindre omfattande registrerings- och offentlighetskrav
an andra Al-system med hdg risk (se artikel 49), vilket leder till fortsatta farhagor om
transparens.

Team inom likabehandlingsorgan med fokus pa brottsbekdampning bor sarskilt titta
pa foljande bestammelser i Al-férordningen.

7.1.2. Forbjudna Al-system

Artikel 5: Férbjudna Al-system

» Artikel 5.1 com social podngsattning i samband med klassificerings- och utvar-
deringssystem. Utvardering och klassificering kan till exempel ske i samband
med fangelsevistelse eller i flyktinglager, pa grundval av videoévervaknings-
bilder. Sddana metoder kan under vissa omstandigheter betraktas som social
poangsattning.

358. Al-forordningen, art. 5.1 g och bilaga Ill punkt 1 b.
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» Artikel 5.1 d om beddémning av risken for att bega ett brott under vissa

omstandigheter, vilket omfattar viss anvandning av prediktivt polisarbete.

» Artikel 5.1 e om skrapning for att bygga upp eller utdoka databaser for

ansiktsigenkanning.

» Artikel 5.1 h om biometrisk fijarridentifiering for brottsbekampande andamal.

Flera forbud omfattar inte anvdandning i brottsbekdmpande syfte, som dock anses
utgora en hog risk enligt bilaga Ill:

> Artikel 5.1 g: férbudet mot biometrisk kategorisering omfattar inte anvandning

i brottsbekdmpande syfte, som dock anses utgdra en hdg risk enligt bilaga Il
punkt 1 b.

» Artikel 5.1 f om kdnsloigenkanning galler inte for anvdandning inom brotts-

7.1.

bekdampning, migration och granskontroll. Den anses dock utgéra en hog risk
enligt bilaga Ill punkt 1 c. Kansloigenkanning kan till exempel anvandas som
en del av "légndetektorer” vid forhor av misstankta.

3. Al-system med hog risk enligt bilaga Il

» Bilaga lll punkt 1 om biometri:

« System for biometrisk identifiering pa distans, utom sadana vars enda syfte
"ar att bekrafta att en specifik fysisk person a@r den person som denne utger
sig for att vara”3°

« For biometrisk kategorisering, enligt kansliga eller skyddade attribut eller
egenskaper pa grundval av slutledningen av dessa attribut eller egenskaper.3®

 For kansloigenkdnning.3®'

» Bilaga lll punkt 1 6 om anvandning "av brottsbekampande myndigheter eller

359.
360.
361.
362.
363.
364.
365.

for deras rakning, eller av unionens institutioner, organ eller byraer till stod for
brottsbekdmpande myndigheter”. Sddan anvandning omfattar:

« Beddomning av "risken for att en fysisk person ska falla offer for brott”. Ett
sadant exempel kan vara det tidigare namnda VioGen-systemet som anvdnds
i Spanien i samband med konsrelaterat vald.3®2

« "Logndetektorer eller liknande verktyg"363

« "Att beddma hur pass tillforlitlig bevisningen &r i samband med utredning
eller lagforing av brott”3%*

« Riskbedomningar for brott eller aterfall i brott som “inte enbart pa grundval
av profilering av fysiska personer” (paminnelse: riskbedémningar som enbart
grundar sig pa profilering ar forbjudna enligt artikel 5.1 d), eller "for att
bedoma fysiska personers eller gruppers personlighetsdrag och egenskaper
eller tidigare brottsliga beteende”3¢

Al-férordningen, bilaga Ill punkt 1 a.
Al-férordningen, bilaga Ill punkt 1 b.
Al-férordningen, bilaga Ill punkt 1 c.
Al-férordningen, bilaga Ill punkt 6 a.
Al-férordningen, bilaga Ill punkt 6 b.
Al-férordningen, bilaga Ill punkt 6 c.
Al-férordningen, bilaga Ill punkt 6 d.
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« "For profilering av fysiska personer ... i samband med upptéckt, utredning
eller lagforing av brott”.3%

» Bilaga lll punkt 1. 7 om migration, asyl och granskontrollférvaltning:
« "Logndetektorer eller liknande verktyg"3¢’

« "Beddéma enrisk, inbegripet en sdkerhetsrisk, en risk for irreguljar migration
eller en halsorisk, som utgors av en fysisk person som avser resa in eller har
rest in pa en medlemsstats territorium”.3%8

 "Prévningen av ansékningar om asyl, visering eller uppehallstillstand och for
darmed sammanhangande klagomal om huruvida de fysiska personer som
ansoker om status uppfyller kraven, inbegripet relaterade bedémningar av
bevisens tillforlitlighet”3%°

 "Upptacka, kdnna igen eller identifiera fysiska personer, med undantag for
verifiering av resehandlingar”3”°

Paminnelse: alla dessa anvandningsomraden &r tilldtna ”i den man anvandningen
ar tilldten enligt relevant unionsratt eller nationell ratt”. Om anvandningen strider
mot de manskliga rattigheterna och/eller &r diskriminerande, maste man 6vervdga
om de atgarder som vidtas ar proportionerliga och nédvandiga i ett demokratiskt
samhdlle. Europeiska domstolen for de manskliga rattigheterna har tidigare ansett
att anvandningen av ny teknik inom polisvasendet inte kan anses vara nédvandig
i ett demokratiskt samhdlle vad galler DNA-profilering®' och ansiktsigenkanning
i realtid®”2. Domstolen i S. och Marper noterade:

Det skydd som artikel 8 i konventionen ger hade férsvagats pa ett oacceptabelt satt om
anvandningen av moderna vetenskapliga tekniker i det straffrattsliga systemet tillats
till varje pris och utan att de potentiella fordelarna med en omfattande anvandning av
sadana tekniker noga vdgdes mot viktiga intressen i privatlivet ... Domstolen anser att
varje stat som gor ansprak pa en ledande roll i utvecklingen av ny teknik har ett sarskilt
ansvar for att gora ratt avvdagning i detta hdnseende.

For vissa Al-system finns det en mojlighet for leverantorer att sjdlva undanta sig
fran hogriskordningen i enlighet med artikel 6.3. Ett exempel skulle kunna vara
Al-6versattningsverktyg for att granska asylansékningar. Detta verktyg kan betrak-
tas som en "férberedande uppgift” infor en bedémning och faller darfor utanfor
tillampningsomradet for Al-system med hog risk. Eftersom dessa verktyg fungerar
samre pa vissa sprak®” dr det sannolikt att de har diskriminerande effekter pa per-
soner som talar vissa sprak.

366. Al-forordningen, bilaga Ill punkt 6 e.

367. Al-forordningen, bilaga Ill punkt 7 a.

368. Al-forordningen, bilaga Ill punkt 7 b.

369. Al-forordningen, bilaga Ill punkt 7 c.

370. AAl-forordningen, bilaga lll punkt 7 d.

371. S.och Marper mot Storbritannien, ansdkan nr 30562/04 och 30566/04 (2008), se https://hudoc.echr.
coe.int/fre?i=001-90051, hdmtad den 11 november 2025.

372. Glukhin mot Ryssland, ans6kan nr 11519/20 (2023), se https://hudoc.echr.coe.int/eng?i=001-225655,
hdamtad den 11 november 2025.

373. Bhuiyan J. (2023), "Lost in Al translation: growing reliance on language apps jeopardizes some
asylum applications’, The Guardian, tillganglig pa www.theguardian.com/us-news/2023/sep/07/
asylum-seekers-ai-translation-apps, hdmtad den 11 november 2025.

Tematiskt fokus » Page 101


https://hudoc.echr.coe.int/fre?i=001-90051
https://hudoc.echr.coe.int/fre?i=001-90051
https://hudoc.echr.coe.int/eng?i=001-225655
https://www.theguardian.com/us-news/2023/sep/07/asylum-seekers-ai-translation-apps
https://www.theguardian.com/us-news/2023/sep/07/asylum-seekers-ai-translation-apps

7.1.4. Registreringsskyldigheter och EU:s databas
for Al-forordningen

Al-system med hdg risk som anvands inom brottsbekampning, migration, asyl och
granskontroll ar foremal for mindre omfattande registreringsskyldigheter enligt
Al-férordningen. | synnerhet registreras deras anvéndning i den icke-offentliga
versionen av EU-databasen och sammanfattningarna av konsekvensbedémning
av grundlaggande rattigheter registreras inte i databasen.

Det rekommenderas att likabehandlingsorgan och nationella manniskorattsstruk-
turer prioriterar att inrdtta mekanismer for att dvervaka sddan anvandning pa ett
kontinuerligt satt, genom att anvanda sina befogenheter som organ enligt artikel
77 (om tillampligt) eller genom samarbete med marknadskontrollmyndigheter.

7.2. Tematiskt fokus: Utbildning

7.2.1. Sammanhang

Al- och ADM-system kan anvandas inom olika utbildningsomraden, allt fran antag-
ning (se Parcousup-systemet som anvands i Frankrike for att rangordna kandidater
och matcha efterfrdgan och utbud inom hdgre utbildning)*# eller utvardering av
inlarningsresultat (t.ex. i samband med slutproven i gymnasieskolan, i Storbritannien
2020)*> till administrativa andamal, inldrning i klassrummet och elevuppfoljning. Det
finns ett 6kat fokus pa att utveckla teknik for studenter med sérskilda utbildningsbehov
och ledningssystem som &r utformade for att upptéacka allt fran sjalvmordsrisker till
terroristsympatier. Ar 2023 slog det nederlindska institutet for manskliga rattigheter
fast att ett nederlandskt universitet inte diskriminerade en student pa grund av ras
genom att anvanda programvara mot fusk.3¢ Studenten havdade att programvaran
var diskriminerande pa grund av att ansiktsigenkdnningen fungerade samre pa mork-
hyade studenter pa grund av tekniska begransningar.

Andra tekniker anvands i utbildningsmiljoer. | Frankrike motsatte sig dataskyddsmyn-
digheten forsok med ansiktsigenkdnning vid ingangen till tvd gymnasieskolor, med
motiveringen att sddan anvdndning av ansiktsigenkanning varken var proportionerlig
eller nédvandig med hansyn till dataskyddslagstiftningen.3”” Ansiktsigenkdnning
som anvands i skolor i Sverige har konstaterats bryta mot ratten till dataskydd och

374. Al Law Hub (2020), French Parcoursup decision, tillganglig pa https://ai-lawhub.com/2020/04/16/
french-parcoursup-decision/, hdmtad den 11 november 2025.

375. Office for Statistics Regulation Authority (2021), Ensuring statistical models command public confi-
dence: Learning lessons from the approach to developing models for awarding grades in the UK in 2020,
tillganglig pa https://osr.statisticsauthority.gov.uk/publication/ensuring-statistical-models-com-
mand-public-confidence/, hdmtad den 11 november 2025

376. Racism and Technology Center (2023), "Judgement of the Dutch Institute for Human Rights shows
how difficultitis to legally prove algorithmic discrimination’, tillganglig pa https://racismandtech-
nology.center/2023/10/17/judgement-of-the-dutch-institute-for-human-rights-shows-how-diffi-
cult-it-is-to-legally-prove-algorithmic-discrimination/, hdmtad den 11 november 2025.

377. CNIL (2022), "Expérimentation de la reconnaissance faciale dans deux lycées: la CNIL précise sa
position’, tillganglig pa www.cnil.fr/fr/experimentation-de-la-reconnaissance-faciale-dans-deux-ly-
cees-la-cnil-precise-sa-position, hdmtad den 11 november 2025.
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den vidare rétten till privatliv och personlig integritet.3”® P4 samma satt ansags ett
krav pa att lamna biometriska uppgifter for identifiering och betalning av lunch
vara olagligt i Polen, eftersom det inte fanns nagon rattslig grund fér atgarderna.’”

7.2.2. Forbjudna anvandningsomraden

Foljande forbjudna anvandningsomraden ar av sarskilt intresse i utbildnings-
sammanhang:

» Artikel 5.1 a och b om vilseledande tekniker.

» Artikel 5.1 c om social podngsattning.

> Artikel 5.1 f, som férbjuder kdnsloigenkdnning vid utbildningsinstitutioner.
» Artikel 5.1 g, som forbjuder biometrisk kategorisering for att “harleda eller

dra slutsatser om en persons ras, politiska asikter, medlemskap i fackférening,
religiosa eller filosofiska dvertygelse, sexualliv eller sexuella ldaggning”

7.2.3. Al-system med hog risk
» Bilaga lll punkt T om biometri, och i synnerhet:

« Bilaga lll punkt 1 a om system for biometrisk fijarridentifiering.3%
« Bilaga Ill punkt 1 b som avser biometrisk kategorisering enligt kdnsliga

eller skyddade attribut eller egenskaper pa grundval av slutsatser om dessa
attribut eller egenskaper (och ar en bredare kategori dn de metoder som
forbjuds enligt artikel 5.1 g).

» Bilaga lll punkt 3 om utbildning och yrkesutbildning, som omfattar féljande:

"Al-system som dr avsedda att anvandas for att faststalla tillgadng eller antagning
eller for att anvisa fysiska personer till institutioner for yrkesutbildning eller
annan utbildning pa alla nivaer”.

"Al-system som ar avsedda att anvandas for att utvardera laranderesultat”.

"Al-system som dr avsedda att anvdndas for att bedoma den lampliga utbild-
ningsniva som en person kommer att erhdlla eller kommer att kunna fa
tillgéng till".

"Al-system som dr avsedda att anvandas for att 6vervaka och upptécka for-
bjudet beteende bland studerande under provtillfallen”.

7.2.4. Krav pa transparens
» Artikel 50 om transparenskrav &r sarskilt relevant i utbildningssammanhang,

378.

379.

380.

déar generativ Al och utbildningsteknik i allt hogre grad anvands i klassrummet
for att direkt interagera med eleverna.

KamR Stockholm, mal nr 5888-20, tillgdanglig pa: https://gdprhub.eu/index.php?title=KamR_
Stockholm_-_Case_No._5888-20#, hamtad den 11 november 2025.

EDPB (5 mars 2020), "Fine for processing student’s fingerprints imposed on a school”. Se https://edpb.
europa.eu/news/national-news/2020/fine-processing-students-fingerprints-imposed-school_en,
hdamtad den 11 november 2025.

Al-férordningen, bilaga Ill punkt 1.
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7.2.5. Krav pa registrering

Al-system med hog risk inom utbildningsomradet registreras i den offentliga data-
basversionen av leverantérer och tillhandahallare. Den registrerade informationen
omfattar sammanfattningar av konsekvensbedémningar av grundldaggande rattig-
heter som genomforts av tillhandahallarna.

7.3. Tematiskt fokus: Anstéllning

7.3.1. Sammanhang

Al- och ADM-system kan anvandas i olika skeden av rekryterings- och anstallnings-
processen, alltifran att skriva platsannonser och rikta in sig pa vem de ska skickas till, till
rekryteringsprocessen (t.ex. for att behandla cv:n, genomfora intervjuer eller matcha
sokande med jobb) eller lednings- och prestationsgranskning.®®' r 2024 anvande
98,4 % av Fortune 500-féretagen Al eller datadrivna system i rekryteringsfasen.®?

Ofta anvands Al-system av arbetsgivare under mansklig 6vervakning. Detta pastaende
bor granskas noga, eftersom mansklig tillsyn maste uppfylla vissa villkor for att vara
effektiv och aldrig i sig sjalv ar ett lampligt skydd for grundlaggande rattigheter.3

7.3.2. Forbjudna metoder

» Artikel 5.1 f om kdnsloigenkanning pa arbetsplatsen. Kdnsloigenkanning kan
ske under rekryteringsprocessen eller for att 6vervaka en anstallds kanslor.

» Artikel 5.1 g om biometrisk kategorisering "for att harleda eller dra slutsatser
om en persons ras, politiska asikter, medlemskap i fackférening, religiosa eller
filosofiska 6vertygelse, sexualliv eller sexuella laggning’, som rekryterare eller
arbetsgivare kan vara intresserade av.

7.3.3. Forfaranden med hog risk
» Bilaga lll punkt T om biometri, och i synnerhet:
« Bilaga lll punkt 1 a om system for biometrisk fijarridentifiering.

« Bilaga Ill punkt 1 b som avser biometrisk kategorisering enligt kdnsliga
eller skyddade attribut eller egenskaper pa grundval av slutsatser om dessa
attribut eller egenskaper (och ar en bredare kategori dn de metoder som
forbjuds i artikel 5.1 g).

» Bilaga lll punkt 4 om anstallning, arbetsledning och tillgang till egenforeta-
gande. Detta omfattar system for:

381. Simons J. (2020), Machine learning: case studies, Institute for the Future of Work, tillganglig pa www.
ifow.org/publications/2020/2/24/machine-learning-case-studies, hdmtad den 11 november 2025.

382. Jobscan (2024), "2024 Applicant Tracking System (ATS) usage report: key shifts and strategies for
job seekers", tillgdnglig pd www.jobscan.co/blog/fortune-500-use-applicant-tracking-systems,
hamtad den 11 november 2025.

383. Green B.(2022), "The flaws of policies requiring human oversight of government algorithms’, Computer
Law & Security Review, 45, s. 105681, tillganglig pa https://doi.org/10.1016/j.clsr.2022.105681, hdmtad
den 11 november 2025.
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 "Rekrytering eller urval av fysiska personer, sarskilt for att publicera
riktade platsannonser, analysera och filtrera platsansékningar och utvardera
kandidater”34

« "Beslut som paverkar villkoren for arbetsrelaterade férhallanden, befordrin-
gar och uppsédgningar av arbetsrelaterade avtalsforhallanden, [och beslut]
for uppgiftsfordelning pa grundval av individuellt beteende eller person-
lighetsdrag eller egenskaper eller for att 6vervaka och utvardera personers
prestationer och beteende inom ramen for sadana férhallanden”.

Det ar troligt att vissa av de system som anvands inom dessa omraden inte kom-
mer att betraktas som hog risk av leverantérerna enligt artikel 6.3. Ett Al-system
som anvands for att bedéma cv:n och motivationsbrev kan t.ex. betraktas som en
"forberedande uppgift for en bedéomning”.

7.3.4. Krav pa transparens

» Artikel 50 om transparenskrav dr sarskilt relevant for anstallningsforhal-
landen, i synnerhet i rekryteringsskedet, dar allt fler Al-verktyg anvands
i anstallningsprocessen.

7.3.5. Registrerings- och informationsskyldigheter

| artikel 26.7 foreskrivs en informationsskyldighet for tillhandahallare som &r arbets-
givare.Innan de taribruk eller anvander ett Al-system med hog risk pa arbetsplatsen
ska de “informera arbetstagarrepresentanterna och de berdrda arbetstagarna om
att de kommer att vara féremal for anvdandning av Al-systemet med hog risk”.3%

Leverantorer av Al-system som ror anstallning, arbetsledning och tillgang till
egenforetagande (bilaga Il punkt 4) har en skyldighet att registrera sina system i
EU-databasen. Denna skyldighet finns dock inte for tillhandahallare som &r privata
enheter. Dessutom har tillhandahallarna inte nagon skyldighet att gora en konse-
kvensbedémning avseende de grundlaggande rattigheterna. Denna avsaknad av
skyldigheter riskerar att skapa en brist pa synlighet av de system som anvénds och
deras effekter, dven i stora foretag.

7.4. Tematiskt fokus: Social trygghet och
stodtjanster for sysselsattning

7.4.1. Sammanhang

Manga offentliga myndigheter anvander Al- och ADM-system inom tjanster for social
trygghet och arbetsmarknadsstod for att faststalla berédttigande, berdkna formaner,
rikta kontroller for att upptacka bedragerier och felaktigheter samt fordela resurser
till mottagarna. Al-system erbjuds till socialférsakringshandlaggare och personal
som arbetar med stdd till arbetssokande, och Al-baserade chattbottar anvands
allt oftare for att interagera med mottagare. Frankrikes arbetsférmedling France

384. Al-forordningen, bilaga Ill punkt 4 a.
385. Al-forordningen, art. 26.7.
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Travail har utvecklat flera Al-system som en del av sitt Intelligence Emploi-program,
inbegripet MatchFT, en chattbott for att skicka jobberbjudanden till potentiella
kandidater och kontrollera deras intresse och behoérighet, och ChatFT, en chatt-
bott som anvands av handlaggare for att hamta information fran férmedlingens
databaser (info.gouv.fr 2025). IA-NAVIGATE-projektet, ett samarbete mellan FARI
(Al for the Common Good Institute) och Actiris, den offentliga arbetsférmedlingen
i Bryssel, undersokte hur Al-verktyg anvands av handldaggare for arbetssokande i
Bryssel och fann att cirka 60 % av dem redan hade anvant Al-verktyg i sitt arbete,
framst for att skriva rapporter, utforma workshops, redigera cv:n och férbereda sig
infor anstallningsintervjuer. Det visade sig ocksa att 6ver 80 % av dem inte hade
fatt nagra riktlinjer frdn de enheter de arbetade fér om att anvanda Al-verktyg
(Xenidis 2025).

Vissa av dessa system har redan visat sig vara diskriminerande. | Nederlanderna
visade det sig till exempel att ett system som anvandes for att forutse bedragerier
hade diskriminerat mottagare pa grund av ras, etniskt ursprung och medborgar-
skap.3® Den Osterrikiska arbetsformedlingen utvecklade AMS-algoritmen for att
forutse chanserna till anstallning, i syfte att fordela stodresurser till arbetssokande.
Prototypen visade sig vara diskriminerande mot kvinnor (i synnerhet ensamsta-
ende mddrar) och arbetssokande med migrationsbakgrund.®®” | Polen dvergavs till
slut ett system som anvandes av arbetsférmedlingen eftersom det ansags strida
mot konstitutionen.3® ADM- och Al-system anvands eller anvandes ocksa for
att kontrollera socialbidragstagare i flera lander, t.ex. Frankrike, Nederlanderna,
Danmark och Belgien - med diskriminerande resultat.>®

Civilsamhallesorganisationer (CSO:er) har vackt talan vid det franska statsradet mot
ett riskbeddmningssystem som anvands av den franska valfardsmyndigheten for att
forutse risker for bedragerier och fel och for att rikta in kontroller.3*® CSO:er har bland

386. De Rechtspraak (13 februari 2019) "SyRl legislation in breach of European Convention on Human
Rights’, De Rechtspraak, , tillganglig pd www.rechtspraak.nl/Organisatie-en-contact/Organisatie/
Rechtbanken/Rechtbank-Den-Haag/Nieuws/Paginas/SyRI-legislation-in-breach-of-European-
Convention-on-Human-Rights.aspx, hdmtad den 11 november 2025. SyRI-systemet ansags ocksa ha
inneburit ett oproportionerligt intrang i slutanvandarnas rétt till privatliv eftersom det behandlade
personuppgifter fran olika statliga myndigheter.

387. Allhutter D et al. (2020) "Algorithmic profiling of job seekers in Austria: How austerity politics are
made effective’, Frontiers in Big Data, 3, tillganglig pa https://doi.org/10.3389/fdata.2020.00005,
hamtad den 11 november 2025.

388. Szymielewicz K. et al. (2015), "Profiling the unemployed in Poland: social and political implications
of algorithmic decision making’, Fundacja Panoptykon, 2015, tillganglig pa https://en.panoptykon.
org/profiling-unemployed-poland-report, hdmtad den 11 november 2025.

389. Romain et al. (2023); Mehrotra D. et al. (2023), “Inside the suspicion machine”, WIRED, tillganglig
pa www.wired.com/story/welfare-state-algorithms/, hamtad den 11 november 2025; Geiger G.
(2023), "How Denmark’s welfare state became a surveillance nightmare’, WIRED, 7 mars, tillgéng-
lig pa www.wired.com/story/algorithms-welfare-state-politics/, hdamtad den 11 november 2025;
Amnesty International (2024), "Denmark: Al-powered welfare system fuels mass surveillance and
risks discriminating against marginalized groups - report’, tillganglig pa www.amnesty.org/en/
latest/news/2024/11/denmark-ai-powered-welfare-system-fuels-mass-surveillance-and-risks-dis-
criminating-against-marginalized-groups-report/, hdmtad den 11 november 2025; Degrave E.
(2020), "The use of secret algorithms to combat social fraud in Belgium’, European Review of Digital
Administration & Law 1-2: 167-78.

390. Amnesty International (2024), France: CNAF State Council Complaint, tillganglig pa www.amnesty.
org/fr/documents/eur21/8795/2024/en/, hdmtad den 11 november 2025.
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annat pekat pa diskriminering pa grund av kon, familjestatus, alder och funktions-
hinder. De tvistande parterna bad statsradet att hanskjuta fragor till EU-domstolen,
bland annat om indirekt algoritmisk diskriminering.>*' Fragan om indirekt diskrimi-
nering och materiell jamlikhet ar sarskilt aktuell inom systemen for social trygghet.3*?

En annan viktig fraga kommer att vara att utvardera vilka system som omfattas av
definitionen av ett Al-system enligt Al-férordningen, eftersom manga system inom
den sociala trygghetssektorn fortfarande ar relativt tekniskt enkla, trots att de utgor
en betydande risk fér de grundldggande réttigheterna.

7.4.2. Forbjudna Al-system

» Artikel 5.1 c om social podngsattning dr en viktig bestammelse att beakta nar
det géller social trygghet och stodtjanster for sysselsattning, dar manga system
for att kontrollera eller orientera formanstagare anvands (se ovan).

» Artikel 5.1 f om kansloigenkdnning pa arbetsplatsen, vilket kan ske under
rekryteringsprocessen.

7.4.3. Al-system med hog risk

Bilaga Ill punkt 5 om tillgang till vasentliga privata tjanster och vasentliga offent-
liga tjanster och formaner, omfattar ” Al-system som ar avsedda att anvéndas av
offentliga myndigheter eller for offentliga myndigheters rakning for att utvardera
fysiska personers rétt till vasentliga formaner och tjanster i form av offentligt stéd,
inbegripet halso- och sjukvardstjanster, samt for att bevilja, minska, upphava eller
aterkalla sadana formaner och tjanster”3%

Offentliga myndigheter forlitar sig pa berdkningssystem for att berdkna férmaner
for formanstagare, ofta via regelbaserade system. Har kommer fragan att vara vilka
berdkningssystem som faller under definitionen av Al-system i Al-férordningen.

Under artikel 6 i Al-forordningen kan leverantérer pa vissa villkor sjdlva undanta sig
fran hogriskordningen. Vissa av dessa villkor kommer sannolikt att anvandas for system
som anvands inom valfard och social trygghet. Exempel pa verkliga anvdandnings-
omraden ar att anvanda naturlig sprakbehandling (NLP) for att analysera innehdllet i

391. Fragan lyder: "Utgor behandlingen av personuppgifter, vars personuppgiftsansvarige ar en
offentlig socialférvaltning som anfortrotts ett uppdrag i allménhetens tjénst och vars syfte ar att
faststalla en riskpoang for varje anvandare av den offentliga tjansten for att rikta forvaltningens
kontroller, inte indirekt diskriminering i den mening som avses i direktiv 2000/43/EG av den 29
juni 2000 och radets direktiv 79/7/EEG av den 19 december 1978 mot bakgrund av artiklarna 20
och 21 i stadgan, i den man inférandet av denna behandling har lett till en betydande 6kning av
kontrollerna av personer under 30 ar, studerande, laginkomsttagare, icke yrkesverksamma, personer
som uppfostrar ett barn ensamma (en grupp som till 95 procent bestar av kvinnor) eller personer
som uppbar socialbidrag?”, Gversatt av Amnesty International fran franska till engelska. Amnesty
International (2024), France: CNAF State Council Complaint, punkt 71, tillganglig pa www.amnesty.
org/fr/documents/eur21/8795/2024/en/, hdmtad den 11 november 2025.

392. Wachter S., Mittelstadt B., Russell C. (2020), “Bias preservation in machine learning: the legality of
fairness metrics under EU non-discrimination law’, West Virginia Law Review, 123.3, 735.

393. Al-férordningen, bilaga Il punkt 5 a.
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e-postmeddelanden fran arbetssékande,***, vilket kan goras "som forberedelse infor
en bedomning’, eller att anvanda optisk teckenigenkanning (OCR) for att hjalpa till
att beskara, vanda och rensa applikationer,>, vilket da kan betraktas som en "snav
processuell uppgift”. Sd&som anges pa andra stallen i dessa riktlinjer ar dessa definitioner
dock fortfarande vaga och i avsaknad av rattspraxis kravs noggrann 6vervakning.

7.4.4. Registreringsskyldigheter

Al-system med hog risk inom social trygghet registreras i den offentliga versionen
av databasen av leverantdrer och tillhandahallare. Den registrerade informationen
omfattar sasmmanfattningar av konsekvensbeddmningar avseende grundldggande
rattigheter som genomforts av tillhandahallarna.

394. Europeiska unionens byra for grundldggande rattigheter (2020), Getting the Future Right: Artificial
Intelligence and fundamental rights, Luxemburg: Europeiska unionens publikationsbyra, s. 32.
395. Ibid, s. 33.
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Offentliga forvaltningar i hela Europa anvander artificiell intelligens (Al)
och/eller automatiserade beslutsfattande system (ADM) inom en rad olika
politikomraden, bland annat migration, valfard, rattsvasende, utbildning,
sysselsattning, skatter, brottsbekampning och halso- och sjukvard. Sddana
system anvands ocksa inom kritiska omraden i den privata sektorn, sdésom
bank- och férsakringsverksamhet. Aven om Al- och ADM-system medfor
betydande risker for diskriminering, finns det fortfarande utmaningar nar
det galler att identifiera och minska dessa risker. Likabehandlingsorgan
och andra nationella manniskorattsstrukturer har darfér en viktig roll
nar det galler att framja en anvandning av Al/ADM-system inom den
offentliga sektorn som ar forenlig med de grundlaggande rattigheterna.
Riktlinjerna syftar till att ge likabehandlingsorgan och andra nationella
manniskorattsstrukturer, sarskilt inom Europeiska unionen, verktyg for att
bekampa diskriminering i Al/ADM-system. De uppdaterar dem om deras
ansvar i forhallande till det foranderliga regelverket - inklusive Europeiska
unionens Al-férordning och Europaradets ramkonventionen om artificiell
intelligens och manskliga rattigheter, demokrati och rattsstatsprincipen —
ger rekommendationer och exempel for tillampningen av nya regler och
fungerar som en resurs for att bista och ge rad till nationella aktorer, sasom
beslutsfattare och tillsynsmyndigheter, om manskliga rattigheter, jamlikhet
och icke-diskriminering.
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Medlemsstaterna i Europeiska unionen har beslutat Europarddet r kontinentens ledande organisation for de
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