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Abreviaturas

AFAR

AFM
AIDF

AIPD

APD
ARAL

CNIL

Comissao

Convencao 108+

Convencao-Quadro

CTEM
DAL
DSCSA

ECRI
EEE
ENDH
Equinet
FARI

Justica Algoritmica para Pessoas
Requerentes de Asilo e Refugiadas

Autoridade(s) de fiscalizacdo do mercado

Avaliacdo/avaliacdes de impacto
sobre os direitos fundamentais

Avaliacao/avaliacdes de impacto
sobre a protecao de dados

Autoridade(s) de protecao de dados

Autoridade(s) responsavel/responsdveis
pela aplicagao da lei

La Commission nationale de l'informatique
et des libertés (autoridade francesa
responsavel pela protecdo de dados)

Comissao Europeia

Convencao Modernizada n.° 108 do Conselho
da Europa para a Protecdo das Pessoas
relativamente ao Tratamento Automatizado
de Dados de Carater Pessoal

Convencao-Quadro do Conselho da Europa
sobre Inteligéncia Artificial e Direitos Humanos,
Democracia e Estado de Direito (STCE n.c 225)

Ciéncia, tecnologia, engenharia e matematica
Diretiva relativa a Aplicacao da Lei

Diretiva Servicos de Comunicacao
Social Audiovisual (2010/13/UE)

Comissao Europeia contra o Racismo e a Intolerancia
Espaco Econédmico Europeu

Estrutura(s) nacional(is) de direitos humanos

Rede Europeia de Organismos para a Igualdade

Instituto de Inteligéncia Artificial para o Bem Comum
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HUDERIA Metodologia de avaliacdo dos riscos e do
impacto dos sistemas de IA nos direitos humanos,
na democracia e no Estado de direito

1A Inteligéncia artificial

IBD Sistemas de identificacdo biométrica a distancia

OCR Reconhecimento ético de caracteres

ol Organismo(s) para a igualdade

0scC Organizagdes da sociedade civil

PEReN Le Péle d’expertise de la régulation

Regulamento
relativo aos
dispositivos
médicos

Regulamento

numérique (Centro de especializacdo para a
regulamentacdo das plataformas digitais)

Regulamento (UE) 2017/745 do Parlamento
Europeu e do Conselho, de 5 de abril de
2017, relativo aos dispositivos médicos

Regulamento (UE) 2024/1689 do Parlamento Europeu

sobrealA e do Conselho, de 13 de junho de 2024, que cria regras
harmonizadas em matéria de inteligéncia artificial

RGPD Regulamento Geral sobre a Protecdo de
Dados (Regulamento (UE) 2016/679)

RMD Regulamento dos Mercados Digitais

RSD Regulamento dos Servicos Digitais

TDA Tomada de decisdo automatizada

TJUE Tribunal de Justica da Uniao Europeia

TVCF Televisdo em circuito fechado

UE Uniao Europeia

Unia Centro Interfederal para a Igualdade

de Oportunidades

No que respeita ao glossario, ver o Artigo 3 do Regulamento sobre a IA da UE, rela-
tivo as definicoes.
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Resumo

As orientagdes politicas europeias sobre |A e discriminacao baseada em algoritmos
estabelecem como os organismos para a igualdade e, quando relevante, outras estru-
turas nacionais de direitos humanos (ENDH) podem usar os seus mandatos ao abrigo
dos quadros juridicos europeus — em particular o Regulamento (UE) 2024/1689, que
cria regras harmonizadas em matéria de inteligéncia artificial (Regulamento sobre a
IA da UE) — para salvaguardar os direitos fundamentais e abordar os riscos de dis-
criminacao na implantacao de sistemas de IA e de tomada de decisao automatizada
(TDA), especialmente no setor publico. Numa altura em que esses sistemas sdo cada
vez mais utilizados em servicos publicos e privados, estas instituicdes desempenham
um papel fundamental na salvaguarda dos direitos fundamentais e na abordagem
dos riscos de discriminacao.

As orienta¢des estdo organizadas em duas seccdes principais. A primeira sec¢ao
centra-se nas disposicdes fundamentais do Regulamento sobre a IA que sdo mais
relevantes para os organismos para a igualdade e as ENDH, e explica como estas
podem ser utilizadas na pratica:

1. Sistemas de IA proibidos: As orientagdes explicam as proibicdes explicitas esta-
belecidas no artigo 5.2 para os sistemas de |IA considerados incompativeis com os
valores e os direitos fundamentais da Unido, incluindo o direito a ndo discrimina-
cao. Estas proibicdes abrangem, entre outros e em determinadas condicdes, os
sistemas de IA que manipulam, enganam, exploram vulnerabilidades, os sistemas
utilizados para pontuacdo social ou avaliacdes de risco criminal, a recolha de
imagens para criar ou expandir bases de dados de reconhecimento facial, bem
como os sistemas de reconhecimento de emocgdes, categorizacdo biométrica e
identificacdo biométrica remota em tempo real.

2. Sistemasde|A derisco elevado: As orientagdes esclarecem como os sistemas de
IA utilizados em areas criticas, tais como a biometria, a aplicagcao da lei, a pro-
tecdo social e a seguranca social, 0 emprego, a educagao e 0 acesso a servicos
essenciais, podem ser classificados como «de risco elevado» e, por conseguinte,
sujeitos a obrigacdes rigorosas em matéria de gestdo de riscos, governacao de
dados, documentacao, supervisao humana e avaliacbes de impacto sobre os
direitos fundamentais. Descrevem o que os organismos para a igualdade e as
ENDH devem ter em conta ao tomarem decisées de classificacdo e ao analisa-
rem o cumprimento destas obrigagdes numa perspetiva de igualdade e nao
discriminagao.

3. Transparéncia e bases de dados: As orientacdes descrevem como 0s Novos requi-
sitos de transparéncia e as bases de dados a nivel da UE — em particular a base
de dados da UE para determinados sistemas de IA de risco elevado — podem
criar oportunidades de supervisdo. As obriga¢des de registo e de ligacdo podem
ajudar os organismos para a igualdade e as ENDH a identificar onde os sistemas
de IA sao utilizados para efeitos de monitorizacao e inquéritos, e a apoiar as
pessoas que possam ser afetadas.
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4. Aplicacao: As orientacdes examinam o papel dos organismos de prote¢ao dos
direitos fundamentais enumerados no artigo 77.° do Regulamento sobre a IA, as
vias de recurso disponiveis para as pessoas e 0s mecanismos e oportunidades
de cooperagao entre organismos para a igualdade, autoridades de protecao de
dados, autoridades de fiscalizacdo do mercado e outras entidades reguladoras
e intervenientes. Apresentam recomendacoes politicas sobre a forma como
0s organismos para a igualdade e as ENDH podem utilizar os seus poderes de
tratamento de reclamagdes, inquérito, litigio, aconselhamento e sensibilizacdao
para prevenir, detetar e corrigir a discriminacao algoritmica neste quadro de
cooperacgao entre multiplas partes interessadas.

Ao longo desta primeira seccao, as fungdes e responsabilidades dos organismos
para a igualdade e das ENDH sao explicitamente articuladas com recomendacoes
politicas especificas sobre a forma como estas instituicbes podem prevenir, detetar
e responder a discriminacao algoritmica, nomeadamente através da promocdo da
igualdade, da sensibilizacdo, do apoio a reclamagées, da tomada de medidas legais
e da estreita colaboracdo com as autoridades nacionais competentes no ambito do
sistema mais vasto de supervisao da IA.

A segunda seccao das orientacdes tem dois pilares. Em primeiro lugar, analisa as
novas diretivas da UE sobre normas para organismos para a igualdade («Diretivas
relativas as Normas») e explica como as suas disposicdes em matéria de mandato,
independéncia, recursos e poderes — incluindo promocao, acesso a justica e
recolha de dados — podem ser mobilizadas para abordar os riscos de discriminacao
associados aos sistemas de |IA e TDA. Em segundo lugar, oferece pontos de entrada
tematicos para a utilizacdo da IA em setores frequentemente abrangidos pelos
mandatos dos organismos para a igualdade: aplicacdo da lei, migracéo, asilo e con-
trolo das fronteiras, bem-estar e seguranca social, emprego e educacéo. Para cada
setor, associa utilizagdes concretas da IA as disposicdes relevantes do Regulamento
sobre a IA (proibicdes, classificacdes de risco elevado, requisitos de transparéncia e
registo) e descreve em que casos sao essenciais salvaguardas especificas do setor e
o envolvimento dos organismos para a igualdade e das ENDH.

As orientagoes foram concebidas para serem adaptaveis a diferentes contextos nacio-
nais e para apoiar os organismos para a igualdade e as ENDH no aconselhamento as
pessoas que decidem das politicas e que regulam, em conformidade com as normas
do Conselho da Europa, tais como a Convencao 108+ e a Convencao-Quadro sobre
Inteligéncia Artificial e Direitos Humanos, Democracia e Estado de Direito, e para
garantir que os sistemas de IA e TDA sejam desenvolvidos e utilizados em confor-
midade com a legislagao europeia em matéria de igualdade e nao discriminacao.
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Introducao

Contexto das orientacdes

As administragdes publicas em toda a Europa vém utilizando sistemas de inteligéncia
artificial (IA) e/ou de tomada de decisdo automatizada (TDA) numa vasta gama de
dominios politicos, incluindo migracao, bem-estar social, justica, educacao, emprego,
fiscalidade, aplicacao da lei ou cuidados de satude. A implantacao desses sistemas
ocorre também em areas criticas do setor privado, como a banca (por exemplo,
aplicacoes de classificacdo de crédito) e os seguros. Se é certo que os sistemas de
IA e de TDA consubstanciam riscos significativos de discriminacdo, também é ver-
dade que continuam a existir desafios na identificacao e atenuacao desses riscos.
O recente relatério «Protecao juridica contra a discriminagao algoritmica na Europa:
Quadros juridicos atuais e lacunas remanescentes» (Xenidis, 2025), elaborado no ambito
do projeto da Uniao Europeia e do Conselho da Europa, salienta questdes criticas:
escassa sensibilizacao para os riscos de discriminacao, falta de transparéncia e de
informacao significativa sobre a utilizacdo de sistemas de IA/TDA pelas autoridades
publicas, dificuldades no acesso a justica e auséncia de praticas de governacdo nor-
malizadas. Assim, os organismos para a igualdade (Ol) e outras estruturas nacionais de
direitos humanos (ENDH) tém um papel fundamental na promocéo da implantacao
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de sistemas de IA/TDA em conformidade com os direitos fundamentais por parte
das organizagdes do setor publico.

Novos quadros juridicos, incluindo a Convencdo-Quadro do Conselho da Europa
sobre Inteligéncia Artificial e Direitos Humanos, Democracia e Estado de Direito' e
o Regulamento sobre a IA da UE,? visam proteger os direitos fundamentais e pre-
venir a discriminacdo no ambito dos sistemas de IA. Concomitantemente, a Unido
Europeia adotou duas novas diretivas que introduzem normas minimas para reforcar
o papel e as capacidades dos organismos para a igualdade na Europa (doravante as
«Diretivas relativas as Normas»).2 A correta implementacédo destes novos quadros é
fundamental para garantir a sua eficacia.

Objetivo das orientacoes

Neste contexto, estas orienta¢des visam dotar os organismos para a igualdade e outras
ENDH, especialmente na Uniao Europeia, de meios para combater a discriminagao
nos sistemas de IA/TDA, nomeadamente:

» atualizando-os sobre as suas responsabilidades relativamente ao panorama
regulamentar em constante mudanca no dominio da inteligéncia artificial,
incluindo a forma como este afeta direta ou indiretamente o seu mandato;

» oferecendo-lhes orientacbes especificas, recomendagdes e exemplos de boas
praticas para supervisionar a aplicacdo e execucao da nova regulamentacao,
relacionando-a, ao mesmo tempo, com a regulamentacao existente;

» servindo como recurso que permita aos organismos para a igualdade e as ENDH
assistir e aconselhar as partes interessadas nacionais, tais como decisoras e
decisores politicos e entidades reguladoras, em matéria de direitos humanos,
igualdade e néo discriminacao.

Estas orientagdes centram-se, em particular, nos sistemas de IA/TDA do setor publico.

1 Convengao-Quadro do Conselho da Europa sobre Inteligéncia Artificial e Direitos Humanos,
Democracia e Estado de Direito (Vilnius, 5 de setembro de 2024), doravante a «Convenc¢do-Quadro
do Conselho da Europa».

2 Regulamento (UE) 2024/1689 do Parlamento Europeu e do Conselho, de 13 de junho de 2024, que
criaregras harmonizadas em matéria de inteligéncia artificial e que altera os Regulamentos (CE) n.c
300/2008, (UE) n.> 167/2013, (UE) n.° 168/2013, (UE) 2018/858, (UE) 2018/1139 e (UE) 2019/2144 e
as Diretivas 2014/90/UE, (UE) 2016/797 e (UE) 2020/1828, doravante o «<Regulamento sobre a I1A».

3 Diretiva (UE) 2024/1499 do Conselho, de 7 de maio de 2024, que estabelece as normas aplicaveis
aos organismos para a igualdade em questdes de igualdade de tratamento entre as pessoas
independentemente da sua origem racial ou étnica, de igualdade de tratamento no emprego e na
atividade profissional entre as pessoas, independentemente da sua religido ou crenca, deficiéncia,
idade ou orientacdo sexual, e de igualdade de tratamento entre homens e mulheres em matéria
de seguranca social e no acesso a bens e servicos e seu fornecimento, e que altera as Diretivas
2000/43/CE e 2004/113/CE, Diretiva (UE) 2024/1500 do Parlamento Europeu e do Conselho, de
14 de maio de 2024, que estabelece normas aplicaveis aos organismos para a igualdade em questdes
deigualdade de tratamento e igualdade de oportunidades entre mulheres e homens em dominios
ligados ao emprego e a atividade profissional, e que altera as Diretivas 2006/54/CE e 2010/41/UE,
doravante as «Diretivas relativas as Normas».
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Metodologia

Estas orientagdes apresentam uma visao geral dos novos designios, mandatos e
oportunidades para os organismos para a igualdade e as ENDH a luz das novas
regulamentacdes, fornecendo ainda orientagdes gerais adaptaveis a todos os con-
textos nacionais.

As orientacdes baseiam-se e desenvolvem-se a partir:
» de investigacdo documental e analise juridica;

» das conclusdes de um relatério realizado no ambito do projeto da Unido
Europeia-Conselho da Europa (Xenidis, 2025);

» de cinco entrevistas semiestruturadas com representantes de organizagdes
da sociedade civil e organismos para a igualdade, escolhidas/os com base na
sua experiéncia no tema.

A UE adotou recentemente outros atos legislativos no dominio da governagao
digital, entre os quais, por exemplo, o «Pacote de Servicos Digitais», composto pelo
Regulamento dos Servicos Digitais* (RSD) e pelo Regulamento dos Mercados Digitais®
(RMD), que se centra na regulamentacao dos servicos online. Estes regulamentos, e
o RSD em particular, também abordam a necessidade de proteger os direitos fun-
damentais na esfera digital em termos de identificacdo e atenuacdo de riscos: por
exemplo, tanto o artigo 34.° do RSD, sobre a avaliacdo dos riscos por plataformas em
linha de muito grande dimensao ou motores de pesquisa em linha de muito grande
dimensao, quanto o artigo 35.°, sobre a atenuacdo desses riscos, contemplam riscos
de discriminacdo. Porém, o RSD e o RMD néao abrangem as utilizacdes de sistemas
de IA no setor publico. Uma vez que as presentes orientacdes se centram particu-
larmente nos sistemas de IA/TDA no setor publico, ndo se debrucam diretamente
sobre 0 RSD e o RMD.

Estruturacao das orientacoes

A primeira parte das orientacdes esta estruturada em torno dos artigos do Regulamento
sobre a IA com maior relevancia para os organismos para a igualdade e outras
ENDH, quer porque afetam direta ou indiretamente o seu mandato, quer porque
implicam alteragdes significativas para outras instituicdes, reguladores ou quadros
de governacado. Para cada um destes artigos, sao estabelecidas ligacbes com a
regulamentacdo existente em matéria de protecao de dados (o Regulamento Geral
sobre a Protecdo de Dados da Unido Europeia,®aDiretiva da Unido Europeia relativa

4 Regulamento (UE) 2022/2065 do Parlamento Europeu e do Conselho, de 19 de outubro de 2022,
relativo a um mercado Unico para os servicos digitais e que altera a Diretiva 2000/31/CE, doravante
«Regulamento dos Servicos Digitais».

5  Regulamento (UE) 2022/1925 do Parlamento Europeu e do Conselho, de 14 de setembro de 2022,
relativo a disputabilidade e equidade dos mercados no setor digital e que altera as Diretivas (UE)
2019/1937 e (UE) 2020/1828, doravante «Regulamento dos Mercados Digitais».

6  Regulamento (UE) 2016/679 do Parlamento Europeu e do Conselho, de 27 de abril de 2016, relativo
a protecdo das pessoas singulares no que diz respeito ao tratamento de dados pessoais e a livre
circulagdo desses dados e que revoga a Diretiva 95/46/CE, doravante Regulamento Geral sobre a
Protecdo de Dados ou RGPD.
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a Aplicagcdo da Lei” e a Convencao 108+ do Conselho da Europa para a Protecdo das
Pessoas relativamente ao Tratamento Automatizado de Dados de Caracter Pessoal)
e a Convencao-Quadro do Conselho da Europa.

A segunda parte das orientacdes proporciona uma visdo geral das Diretivas relati-
vas as Normas, que assumem relevancia para os organismos para a igualdade no
contexto da igualdade nos sistemas de IA, bem como pontos de entrada tematicos
para os setores da aplicacdo da lei, migracao, asilo e controlo das fronteiras, bem-
estar e seguranca social, emprego e educacao, nos quais a utilizagcao de sistemas de
IA representa riscos significativos em termos de discriminagdo. Sao assinalados, em
cada tema, os artigos do Regulamento sobre a IA relevantes para o setor.

7  Diretiva (UE) 2016/680 do Parlamento Europeu e do Conselho, de 27 de abril de 2016, relativa a
protecdo das pessoas singulares no que diz respeito ao tratamento de dados pessoais pelas auto-
ridades competentes para efeitos de prevencao, investigacao, detegao ou repressao de infragoes
penais ou execugdo de sangdes penais, e a livre circulagdo desses dados, e que revoga a Decisdo-
Quadro 2008/977/JAl do Conselho, doravante «Diretiva relativa a Aplicacdo da Lei» ou DAL.
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PARTE I




1. Contextualizacao geral
do Regulamento sobre a lA

O Regulamento sobre a IA estabelece «um regime juridico uniforme, em particu-
lar para o desenvolvimento, a colocacdo no mercado, a colocacdo em servico e a
utilizacao de sistemas de inteligéncia artificial (sistemas de |IA) na Unido» a fim de
«promover a adocao de uma inteligéncia artificial (IA) centrada no ser humano
e de confianca, assegurando simultaneamente um elevado nivel de protecédo da
salde, da seguranca, dos direitos fundamentais consagrados na Carta dos Direitos
Fundamentais da Unido Europeia».®

O Regulamento sobre a |A entrou em vigor a 2 de agosto de 2024, sendo que a imple-
mentacdo dos seus diferentes requisitos se realizara de forma gradual, até a plena
implementacao em 2030. Por se tratar de um regulamento, o Regulamento sobre
a IA é diretamente aplicavel e nao carece de transposicao para o direito nacional.
Contudo, muitas medidas, incluindo as atinentes a governagao nacional e ao aparelho
regulatério, tém de ser estabelecidas através de leis nacionais de implementagao. No
momento da redacdo deste documento, a implementacao do Regulamento sobre
a |A esta em fase inicial e ainda ha muito a ser esclarecido.

8  Regulamento sobre a IA, considerando 1.
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Ainda que o Regulamento sobre a |A ofereca novas oportunidades para os organismos
para a igualdade e as ENDH prevenirem e corrigirem a discriminacdo nos sistemas
de IA, varias das suas caracteristicas devem ser levadas em consideracao na leitura
das presentes orientagoes.

Em primeiro lugar, a definicao de sistemas de IA. As orientacdes sobre a definicdo de
sistema de inteligéncia artificial estabelecidas pelo Regulamento sobre a IA foram
publicadas pela Comissdo em 6 de fevereiro de 2025. Conforme observado por
vérias/os comentadoras/es, estas ndo consubstanciam um ato legislativo vincula-
tivo e podem ser causadoras de alguma confusdo.’ As organizacdes podem alegar
que alguns sistemas de TDA utilizados no setor publico™ podem ser excluidos do
ambito do Regulamento sobre a IA, apesar de apresentarem riscos relacionados com
a antidiscriminacao." Tais alegac6es podem basear-se numa interpretacdo errénea
da definicao. Por exemplo, o Regulamento sobre a IA afirma que um sistema de IA
«pode apresentar capacidade de adaptacdo»,'? tem «niveis de autonomia variaveis»'>
e tem a «capacidade de fazer inferéncias»." Os organismos para a igualdade e as
ENDH sao fortemente instados a utilizar uma interpretacdo da definicao de sistemas
de IA que seja independente da técnica especifica da IA (como a aprendizagem
automatica ou o processamento de linguagem natural) e que considere a autonomia
e a adaptabilidade como caracteristicas opcionais.'

Em segundo lugar, a investigacdo e o desenvolvimento estdo fora do ambito do
Regulamento sobre a IA. O Regulamento sobre a |A ndo se aplica as atividades de
«investigacdo, testagem ou desenvolvimento relativas a sistemas de |IA ou modelos
de |A antes de serem colocados no mercado ou colocados em servico»'®. Tal permite
que mesmo praticas de |A proibidas sejam investigadas, testadas e desenvolvidas,
desde que ndo sejam colocadas no mercado ou colocadas em servico. Porém,
uma vez colocada no mercado ou colocada em servico, a pratica de IA é abrangida
pelo ambito deste regulamento. A simples rotulagem de uma implantacdo como
experiéncia ou estudo nao seria suficiente para beneficiar da excecao de investigacao
e desenvolvimento. A «testagem em condicdes reais»'’” de sistemas de |A de risco
elevado, mas ja ndo de praticas de |A proibidas, fora dos ambientes de testagem da
regulamentacao da IA é permitida temporariamente e nao serd considerada como

9  Kris Shrishak (2025), EU’s Al Act: Tread the Guidelines Lightly, Tech Policy Press, disponivel em
www.techpolicy.press/eu-ai-act-tread-the-guidelines-lightly/; Algorithm Audit (fevereiro de 2025)
‘Implementation of the Al Act: definition of an Al system’, disponivel em https://algorithmaudit.eu/
knowledge-platform/knowledge-base/guidelines_ai_act_implementation/.

10 Lighthouse Reports (2023), France’s Digital Inquisition, disponivel em www.lighthousereports.com/
investigation/frances-digital-inquisition/, ambos consultados em 7 de novembro de 2025.

11 Para uma analise detalhada sobre este assunto, ver Xenidis 2025.

12 Regulamento sobre a IA, artigo 3.2, n.° 1.

13 Regulamento sobre a IA, artigo 3.0, n.° 1.

14 Regulamento sobre a IA, considerando 12.

15 Kris Shrishak (2025), EU’s Al Act: Tread the Guidelines Lightly, Tech Policy Press, disponivel em
www.techpolicy.press/eu-ai-act-tread-the-guidelines-lightly/; Ver também Algorithm Audit (2025),
Al Act Implementation Tool (Ferramenta de Aplicagdo do Regulamento sobre a IA), disponivel em
https://algorithmaudit.eu/technical-tools/implementation-tool/.

16 Regulamento sobre a IA, artigo 2., n.° 8.

17 Regulamento sobre a IA, artigo 3., n.° 57.
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colocacao no mercado ou colocacdo em servico se cumprir condices especificas.’
Assim, é importante que os Ol abordem a testagem de sistemas de IA de risco elevado
com base no conjunto de instrumentos juridicos pré-existentes.

Em terceiro lugar, o Regulamento sobre a IA sé se aplicard a sistemas que tenham sido
colocados no mercado ou colocados em servico apds a data geral de aplicacao, salvo
uma «alteracdo significativa » a sistemas de IA ja implantados. Existe uma excecao
para sistemas de IA de risco elevado destinados a serem utilizados por autoridades
publicas, para os quais as entidades operadoras devem assegurar o cumprimento
dos requisitos do Regulamento sobre a IA até 2 de agosto de 2030."

Em quarto lugar, a abordagem baseada no risco do Regulamento sobre a IA esta-
belece regras e obrigacdes diferentes, dependendo do nivel de risco dos sistemas
de IA. Na pratica, algumas praticas serao proibidas (ver artigo 5.°), alguns sistemas
de IA serdo considerados de risco elevado e as suas entidades operadoras estarao,
por conseguinte, sujeitas a novas obrigacdes (ver artigo 6.°), e os requisitos de
transparéncia serdo aplicaveis a determinados sistemas de IA (ver artigo 50.°). Os
sistemas que nao se enquadram neste ambito nao estarao sujeitos aos mesmos req-
uisitos, com o risco de as entidades operadoras de |A adotarem préticas de «lavagem
ética» (Equinet, 2025) e de «reducéo da classificacdo de risco» (Xenidis, 2025) com o
objetivo de evitar esses requisitos. Porém, esta abordagem baseada no risco deve
ser considerada a luz da obrigacdo das entidades operadoras de IA de respeitar os
direitos fundamentais e a legislacdo antidiscriminacao.

18 O Regulamento sobre a IA estabelece, no artigo 60.°, todas as condi¢des a serem cumpridas para
a testagem em condigdes reais.
19 Regulamento sobre a IA, considerando 177.
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2. Proibicoes

2.1. Introducao as praticas de IA proibidas

2.1.1. Contexto e relevancia

Sdo elencados, no artigo 5.2, os sistemas de |A proibidos ao abrigo do Regulamento
sobre a IA «por desrespeitarem valores da Unido, como a dignidade do ser humano,
a liberdade, a igualdade, a democracia e o Estado de direito, bem como os direitos
fundamentais consagrados na Carta, nomeadamente o direito a nédo discriminag¢do, a
protecdo de dados pessoais e a privacidade, e os direitos das criancas».2° As praticas
de IA que nao sdo consideradas proibidas ao abrigo do Regulamento sobre a IA
podem sé-lo ao abrigo de outra legislagao da Uniao.?'

Essas proibicoes estao em vigor desde 2 de fevereiro de 2025. Em 6 de fevereiro
de 2025, a Comissao Europeia publicou orientagdes sobre essas praticas proibidas,
em conformidade com a alinea b) do n.° 1 do artigo 96.° do Regulamento sobre a

20 Regulamento sobre a IA, considerando 28 [itdlico nosso].
21 Regulamento sobre a IA, artigo 5., n.° 8.
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IA.22 Ainda que possam fornecer indicacdes sobre as praticas que devem ou nao
ser proibidas, as orientacdes tém sido criticadas pela sua ambiguidade.?? O risco da
ambiguidade é o de que as entidades operadoras de |A se envolvam em «estratégias
de reducao da classificacao de risco», ou seja, que, em caso de duvida, considerem
que uma determinada pratica nao é proibida. Além disso, essas orientacbes nao
sdo vinculativas, e apenas por via da jurisprudéncia se poderd obter maior clareza
sobre as proibicoes.

As autoridades de fiscalizacdo do mercado (AFM) informam anualmente a Comissdao
Europeia (a «Comissao») sobre a utilizacao de praticas proibidas ocorridas durante
esse ano e sobre as medidas tomadas.?* A Comissao avalia «a necessidade de alteracao
da lista das praticas de IA proibidas» uma vez por ano® e apresenta as conclusdes
ao Parlamento Europeu e ao Conselho.?

Espera-se que o Servico para a IA, criado no ambito da Comissdo Europeia, desen-
volva «uma metodologia objetiva e participativa para a avaliacdo dos niveis de risco
com base nos critérios estabelecidos nos artigos pertinentes e a inclusdo de novos
sistemas» no artigo 5.0.7

Relagcao com outras regulamentacoes

A Convencdo-Quadro do Conselho da Europa também prevé a possibilidade de uma
Parte da Convencao estabelecer moratérias ou proibi¢cdes «sempre que considere
que essas utilizacdes sao incompativeis com o respeito dos direitos humanos, o
funcionamento da democracia ou o Estado de direito».?

2.1.2. Papel dos organismos para a igualdade e outras ENDH
na abordagem a aplicacoes de IA proibidas

Esta seccao apresenta o papel que os organismos para a igualdade e as ENDH
podem desempenhar no que diz respeito a todas as aplicacdes de IA proibidas.
As seccOes seguintes enfatizam as acées que os organismos para a igualdade e
as ENDH podem empreender e que sdo especificas a determinadas proibicoes.

22 Comissdo Europeia (2025), <A Comissdo publica as Orientacdes sobre praticas proibidas de
inteligéncia artificial (IA), tal como definidas no Regulamento Inteligéncia Artificial», disponivel
em https://digital-strategy.ec.europa.eu/pt/library/commission-publishes-guidelines-prohibited-
artificial-intelligence-ai-practices-defined-ai-act, consultado em 11 de novembro de 2025. doravante
«QOrientagdes sobre as préticas proibidas estabelecidas pelo Regulamento sobre a I1A».

23 Ver, por exemplo, Autoriteit Persoonsgegevens (2025), «<Summary and next steps call for input
on prohibition on Al systems for emotion recognition in the areas of workplace or education
institutions», disponivel em www.autoriteitpersoonsgegevens.nl/en/documents/summary-and-
next-steps-call-for-input-on-prohibition-on-ai-systems-for-emotion-recognition-in-the-areas-of-
workplace-or-education-institutions (2025), consultado em 11 de novembro de 2025.

24 Regulamento sobre a IA, artigo 74.°,n.° 2.

25 Regulamento sobre a IA, artigo 112.0,n.° 1.

26  Ainda que o Regulamento sobre a IA preveja que a Comissao Europeia avalie a necessidade de alterar
alista de praticas proibidas, ndo permite que a Comissdo atualize a lista constante do Regulamento
sobre a |A. Tal atualizagdo exigiria um procedimento legislativo separado.

27 Regulamento sobre a IA, artigo 112., n.° 11, alinea b).

28 Convenc¢do-Quadro do Conselho da Europa, artigo 16.2, n.2 4.
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Em todas as proibicoes, os organismos para a igualdade e as ENDH podem:

» monitorizar as aplicagdes proibidas, consolidando exemplos de casos que
foram ou devem ser avaliados ao abrigo do artigo 5.°. Estes exemplos ajudardo
ailustrar a importancia das utilizacdes atualmente proibidas e a potencial
necessidade de alargar a proibicdo a outras aplicagées devido aos riscos
que representam para os direitos fundamentais, sobretudo para o direito
a igualdade e a ndo discriminacgéo. Esses exemplos podem ser recolhidos
através da colaboracao com organizacdes da sociedade civil e académicas/
os que tenham estudado estes sistemas, da andlise das queixas recebidas
pelos organismos para a igualdade e pelas ENDH e do acompanhamento
dos litigios, nomeadamente os litigios privados. Também podem ser con-
sideradas parcerias com a Agéncia dos Direitos Fundamentais da UE.

» contribuir para as avaliagdes anuais da Comissao ao abrigo do artigo 112.°.
Este contributo pode assumir a forma de partilha de provas com a Comissao
sobre aplicacbes proibidas e sistemas de IA perigosos que atualmente nao
sdo proibidos ao abrigo do Regulamento sobre a IA.

» contribuir para a metodologia participativa de avaliacao dos niveis de risco
do Servico para a lA.

» promover a aplicacdo das proibicoes pelas autoridades de fiscalizacdo do
mercado, nomeadamente através da utilizacdo dos exemplos consolidados
através da monitorizacao.

» disponibilizar conhecimentos especializados em matéria de igualdade e ndo
discriminacao as autoridades de fiscalizacao do mercado, que serao obriga-
das a avaliar as proibicoes devido a violagcdes dos direitos fundamentais.

» receber queixas do publico, inclusivamente as referentes a implantacoes
por parte de entidades privadas.

2.2, Sistemas de IA que manipulam, enganam
ou exploram vulnerabilidades das pessoas

2.2.1. Contexto e relevancia

O Regulamento sobre a IA proibe sistemas de IA prejudiciais que manipulam,
enganam ou exploram vulnerabilidades das pessoas, nos termos do artigo 5.°,
n.° 1, alineas a) e b). Esta proibicdo abrange um conjunto de direitos fundamentais
que estdo emrisco: dignidade humana, autonomia das pessoas, direitos das pessoas
com deficiéncia, direito a ndo discriminacdo em razdo da idade (direitos da crianca,
direitos das pessoas idosas) ou da situacao socioecondémica.

Nao é muito provavel que as organizacdes do setor publico implementem intencio-
nalmente sistemas de IA manipuladores. Mas podem fazé-lo acidentalmente, por
exemplo, através dos robds de conversacao que implementam.
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Exemplos

Os robo6s de conversacao sao cada vez mais utilizados no setor publico, nomeada-
mente para fornecer informacgées sobre os servicos publicos. Em 2024, um rob6
de conversacao implementado pela cidade de Nova lorque forneceu informacdes
incorretas sobre a legislacdo laboral.® E também provavel que estas ferramentas
sejam utilizadas nos setores bancério e dos seguros.

Os robos de conversagcao podem ser proibidos nos termos da alinea a) e/ou b)
don.°1doartigo 5.2

> Seesses robds de conversacdo enganarem as pessoas, fornecendo informa-
¢bes enganosas que as leve a tomar uma decisao que resulte em danos, como
incentivar as pessoas a cometerem suicidio,30 entao podem ser proibidos
nos termos da alinea a) do n.° 1 do artigo 5.°.

» Se, contudo, os robds de conversacao explorarem a situagao socioeconémica
das pessoas e nao fornecerem informacdes (ou fornecerem informacgdes
incorretas) sobre determinados servigcos essenciais, como 0 acesso a presta-
¢Oes sociais sujeitas a condi¢cdes de recursos, o que que pode resultar no
agravamento das dificuldades financeiras das pessoas, entao poderao ser
proibidos ao abrigo da alinea b) do n.° 1 do artigo 5.°, porque o sistema de
IA explora a situacao socioeconédmica das pessoas (ver abaixo). Dependendo
das circunstancias, esta tltima hipotese também pode estar abrangida pelo
ambito da alinea a) do n.° 1 do artigo 5.°.

As duas proibicdes sdo consideradas em conjunto, uma vez que a alinea b) don.2 1
do artigo 5.° pode ser tratada como lex specialis quando exista uma sobreposicao
com a alinea a) do n.° 1 do artigo 5.2

Avaliacao das proibicoes nos termos das alineas a) e b) do n.° 1
do artigo 5.°

Para determinar se um sistema de IA é proibido nos termos da alinea a) do n.° 1
do artigo 5.2, cumpre fazer uma avaliacdo assente em cinco pontos de verificacao
cumulativa, nomeadamente:

1. O sistema de IA foi colocado no mercado, colocado em servico ou esta a ser
utilizado?*?

29 Offenhartz J. (2024), <NYC's Al chatbot was caught telling businesses to break the law. The city isn't
taking it down», AP News, disponivel em https://apnews.com/article/new-york-city-chatbot-misin-
formation-6ebc71db5b770b9969c906a7ee4fae21, consultado em 10 de novembro de 2025.

30 Walker, L. (2023), «<Belgian man dies by suicide following exchanges with chatbot», Brussels Times,
disponivel em www.brusselstimes.com/430098/belgian-man-commits-suicide-following-exchang-
es-with-chatgpt, consultado em 10 de novembro de 2025.

31 Orientagdes sobre as préticas proibidas estabelecidas pelo Regulamento sobre a IA.

32 Regulamento sobre a IA, artigo 3°, n.s 9 a 11. Para mais informagdes sobre a interpretacao da
Comissao de «colocado no mercado, colocado em servico ou a ser utilizado», consultar o Guia Azul
de 2022 sobre a aplicacdo das regras da UE em matéria de produtos, 2022/C247/01, secgao 2.
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O sistema de |IA emprega «técnicas subliminares que contornem a consciéncia
de uma pessoa, ou técnicas manifestamente manipuladoras ou enganadoras»
ou uma combinacao de ambas?

O sistema de IA foi implantado «com o objetivo ou o efeito de distorcer sub-
stancialmente o comportamento de uma pessoa ou de um grupo de pessoas»?

Ossistema de IA, com o objetivo ou o efeito de distorcer o comportamento, levou
uma pessoa ou um grupo de pessoas «a que tomem uma decisao que, caso
contrdrio, ndo tomariam»?

a. Ocorreu uma diminuicao significativa da autonomia da pessoa/grupo (além
de simplesmente ser influenciada por meio de persuasao legal)?

Essa decisdo de uma pessoa ou grupo causou ou é «razoavelmente suscetivel de
causar danos significativos a essa ou a outra pessoa, ou a um grupo de pessoas»?

a.Como foram prejudicadas/os? Fisicamente, psicologicamente, financeiramente.

b. O dano foi significativo®? A gravidade baseia-se na combinac¢ao dos danos,
nos efeitos cumulativos dos danos, na magnitude dos danos, na reversibilidade
dos danos e na duragao dos danos.>

Para determinar se um sistema de IA é proibido nos termos da alinea b) do n.° 1
do artigo 5.2, cumpre fazer uma avaliacdo assente em quatro pontos de verificacao
cumulativa, nomeadamente:

1.

33

34
35

36

O sistema de IA foi colocado no mercado, colocado em servico ou esta a ser
utilizado?

O sistema de IA explora «vulnerabilidades de uma pessoa singular ou de um
grupo especifico de pessoas devidas a sua idade, incapacidade ou situacao
socioecondmica especifica»?

a. ldade: criancas e pessoas idosas;

b. Deficiéncia: inclui deficiéncias fisicas, mentais, intelectuais e sensoriais que
impedem a plena participacao das pessoas na sociedade;*®

c. Situacdo social ou econémica: inclui pessoas que vivem em situacdo de pobreza
extrema, minorias étnicas ou religiosas.*

Tribunal de Justica, de 7 de setembro de 2004, Waddenvereniging e Vogelbeschermingsvereniging,
C-127/02, EU:C:2004:482 e de 11 de abril de 2013, Sweetman e 0., C-258/11, EU:C:2013:220.
Orientagdes sobre as praticas proibidas estabelecidas pelo Regulamento sobre a IA, paragrafo 92.
Diretiva (UE) 2019/882 do Parlamento Europeu e do Conselho, de 17 de abril de 2019, relativa aos
requisitos de acessibilidade dos produtos e servicos (JOL 151 de 7.6.2019, p. 70).

Regulamento sobre a IA, considerando 29: «Além disso, os sistemas de IA podem também explorar
vulnerabilidades de uma pessoa ou de um grupo especifico de pessoas devido a sua idade, a sua
deficiéncia na acecdo da Diretiva (UE) 2019/882 do Parlamento Europeu e do Conselho, ou a uma
situagao social ou econdmica especifica suscetivel de tornar essas pessoas mais vulneraveis a
exploragao, como as pessoas que vivem em situagdo de pobreza extrema ou as minorias étnicas ou
religiosas» (itdlico nosso).
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3.

O sistema de IA foi implantado «com o objetivo ou o efeito de distorcer sub-
stancialmente o comportamento dessa pessoa ou de uma pessoa pertencente
a esse grupo»?

O sistema de IA, com o objetivo ou o efeito de distorcer o comportamento,
causou ou é «razoavelmente suscetivel de causar danos significativos a essa ou
a outra pessoa»?

Em relagdo a alinea a) do n.° 1 do artigo 5.°, alguns conceitos importantes carecem
de alguma concretizacdo. Termos como «técnicas subliminares que contornem a
consciéncia de uma pessoa, «técnicas manifestamente manipuladoras» e «técnicas
enganadoras» ndo estao definidos no Regulamento sobre a IA.

» Astécnicas subliminares que contornem a consciéncia de uma pessoa podem

envolver estimulos que nao sao percebidos conscientemente pelas pessoas,
mas que ainda assim sao processados pelo cérebro e podem influenciar o seu
comportamento. Esses estimulos podem ser auditivos ou visuais, ou alterar
a percecao do tempo.’” As técnicas subliminares podem incluir «interfaces
maquina-cérebro ou realidade virtual».3® No contexto das «comunicacoes
comerciais audiovisuais»,* a Diretiva Servicos de Comunicagao Social Audiovisual
(DSCSA) ja proibe as técnicas subliminares.®® Neste contexto, a proibigao prevista
no Regulamento sobre a |A, que se aplica apenas quando esta envolvido um
sistema de IA, é um caso especial da proibicao prevista na DSCSA. As técnicas
subliminares podem ser consideradas um exemplo de técnicas manipuladoras.

» As técnicas manifestamente manipuladoras podem ser utilizadas «para persua-

dir as pessoas a adotarem comportamentos indesejados», explorando os seus
enviesamentos ou estado emocional «ou para as enganar incentivando-as a
tomar decisdes de uma forma que subverta e prejudique a sua autonomia, a
sua tomada de decisées e a sua liberdade de escolha».' Essa manipulagao pode
incluir a exploracao de dados pessoais para enviar mensagens personalizadas,
por exemplo, anuncios direcionados.

» As técnicas enganadoras apresentam informagdes falsas e enganosas. O engano

pode assumir a forma de conteudo audiovisual, como «deepfakes» e robds de
conversacao enganadores. Ao avaliar se uma técnica é enganadora, assumem
relevancia as medidas de transparéncia previstas no artigo 50.°, porquanto
podem impedir o engano, informando as pessoas de que estdo a interagir
com um sistema de IA. Todavia, apesar das medidas de transparéncia, essas
mesmas técnicas podem continuar a ser manipuladoras.

A proibicao aplica-se quando um sistema de IA foi implantado «com o objetivo ou
o efeito de distorcer substancialmente o comportamento de uma pessoa ou de

37
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40
41

Orientagdes sobre as praticas proibidas estabelecidas pelo Regulamento sobre a IA, paragrafos
64-66.

Regulamento sobre a IA, considerando 29.

Diretiva 2010/13/UE do Parlamento Europeu e do Conselho, de 10 de mar¢o de 2010, relativa a
coordenacdo de certas disposicdes legislativas, regulamentares e administrativas dos Estados-
Membros respeitantes a oferta de servigos de comunicagao social audiovisual (JO L 95 de 15.4.2010,
p. 1), DSCSA, artigo 1.0, alinea h).

DSCSA, artigo 9.2, n.2 1, alinea b).

Regulamento sobre a IA, considerando 29.
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um grupo de pessoas». Isto implica que a intengdo de distorcer substancialmente
o0 comportamento nao é necessaria, bastando o efeito. A Comissdo Europeia, nas
suas orientacoes, afirma que mesmo a probabilidade* do efeito, por exemplo,
devido a apresentacao da informacdo,” sem prova do efeito apds a concretizacao
do dano, é suficiente. Segundo a Comissao, o efeito, ou a probabilidade do efeito,
pode recair sobre

1. a/o consumidor(a) média/o*, incluindo o reconhecimento de que a sua capa-
cidade de tomada de decisdao pode ser prejudicada por restri¢des, tais como
enviesamentos cognitivos®; e

2. pessoasou grupos que possam ter sido especificamente visados ou discriminados.

Nao obstante, é necessario que exista uma probabilidade plausivel de ligagao entre
«o objetivo ou o efeito de distorcer substancialmente» e a técnica subliminar mani-
festamente manipuladora ou enganadora utilizada pelo sistema de IA.

Para avaliar a probabilidade razodvel de danos significativos, é necessério ter em
conta as diferentes formas de danos fisicos, psicolégicos e financeiros.* Além disso,
é necessario avaliar aimportancia dos danos,*” por exemplo, a gravidade com base
na combinacdo dos danos, efeitos cumulativos dos danos, magnitude do dano (por
exemplo, aimplantacao de robés de conversacao a nivel nacional no setor publico
torna provavel que sejam utilizados por muitas pessoas), reversibilidade dos danos
e duracdo dos danos.*®

42 Acordéo do Tribunal de Justica (Quinta Sec¢ao) de 26 de outubro de 2016. Canal Digital Danmark
A/S. EU:C:2016:800, Processo C-611/14, paragrafo 73.

43 Acordéo do Tribunal de Justica de 19 de dezembro de 2013, Trento Sviluppo e Centrale Adriatica,
C-281/12, EU:C:2013:859.

44 Comunicacdo da Comissdo — Orientagdes sobre a interpretacao e a aplicagdo da Diretiva 2005/29/
CE do Parlamento Europeu e do Conselho relativa as praticas comerciais desleais das empresas face
aos consumidores no mercado interno (JO C 526 de 29.12.2021, p. 1). Ver também o considerando
18 da Diretiva 2005/29/CE para a definicao de consumidor/a média/o: <normalmente informada/o e
razoavelmente atenta/o e advertida/o, tendo em conta fatores de ordem social, cultural e linguistica».

45  Compass Banca SpA c. Autorita Garante della Concorrenza e del Mercato (AGCM), Processo C-646/22,
EU:C:2024:957.

46 Regulamento sobre a |A, considerando 29.

47  Tribunal de Justica, de 7 de setembro de 2004, Waddenvereniging e Vogelbeschermingsvereniging,
C-127/02, EU:C:2004:482 e de 11 de abril de 2013, Sweetman e 0., C-258/11, EU:C:2013:220.

48 Orientagoes sobre as praticas proibidas estabelecidas pelo Regulamento sobre a IA, paragrafo 92.

Pagina 24 » Orientagdes politicas europeias sobre IA e discriminacao



2.2.2. Papel dos organismos para a igualdade e outras ENDH
na abordagem a sistemas de IA que manipulam, enganam ou
exploram vulnerabilidades das pessoas

» Sensibilizar para estas proibi¢oes e salientar os danos causados a pessoa,
e ja ndo a consumidora ou consumidor, uma vez que os direitos da pes-
soa vao além do seu estatuto de consumidora ou consumidor, enquanto
as orientagdes da Comissao referem especificamente a/o «consumidor(a)
média/o» para estas proibicoes (ver seccao 2.2 acima). Isto pode ser feito nas
comunicagdes publicas dos organismos para a igualdade e das ENDH e na
sua comunicagao com as autoridades de fiscalizacdo do mercado.

» Garantir proativamente que a classificacdo dos danos como «significativos»
tenha em conta os direitos fundamentais, sobretudo o direito a igualdade e a
nao discriminagao. Os organismos para a igualdade podem avaliar a classifi-
cacdo dos danos como «significativos» com base na jurisprudéncia existente
em matéria de nao discriminagao. Seria necessario avaliar o limiar dos danos
considerados suficientemente significativos para que a proibicao se aplique.

» Seraimportante que os Ol recolham exemplos. As organiza¢des da sociedade
civil (OSC) podem ser aliadas Uteis neste sentido. Além disso, os organismos
para a igualdade devem acompanhar os litigios privados.

» Garantir que a nocdo de «exploracdo» das vulnerabilidades tenha em conta os
direitos fundamentais, em particular o direito a igualdade e a ndo discrimina-
¢ao, elaborando orientacdes e fornecendo-as as autoridades de fiscalizacao do
mercado que serdo responsaveis pela avaliagdo dos danos. Um ponto particular
de atencdo incidira sobre se este critério pode incluir a discriminacdo indireta.

2.3. Classificacao social

2.3.1. Contexto e relevancia

A alinea ¢) do n.2 1 do artigo 5.° do Regulamento sobre a |A proibe a classificacao social
de pessoas considerada inaceitavel que seja realizada por entidades publicas e privadas
comrecurso alA, uma vez que tal pode criar «resultados discriminatérios e levar a exclusédo
de determinados grupos»,* violando o direito a dignidade e a nado discriminacao.

Exemplos de sistemas de classificacao social

Esta proibicdo é particularmente relevante para o setor publico, onde a classificacao
e aavaliacdo sdo comuns, incluindo no emprego e na segurancga social, em questdes
fiscais, na migracdo, na aplicacao da lei ou na justica. Os sistemas de classificacdo e

49 Regulamento sobre a IA, considerando 31.
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avaliacao também sao utilizados nos seguros e na banca, como o sistema Schufa,
utilizado na Alemanha para atribuir uma classificacdo de crédito as pessoas.*

Por exemplo, a agéncia de emprego austriaca desenvolveu um algoritmo para
prever as hipéteses de emprego, com vista a atribuir recursos de apoio as pes-
soas candidatas a emprego. O protétipo revelou-se discriminatério em relacao
as mulheres (em particular as maes solteiras) e as pessoas candidatas a emprego
com antecedentes migratoérios.”’ Nos Paises Baixos, um sistema utilizado para
prever fraudes foi considerado discriminatério em relacdo a pessoas beneficiarias
com base na ra¢a,*? origem étnica e cidadania.”* Na Polénia, um sistema utilizado
pela agéncia de emprego acabou por ser abandonado por ter sido considerado
inconstitucional.** Os sistemas de TDA e de IA também sdo ou foram utilizados
para controlar as pessoas beneficiarias de assisténcia social em varios paises (por
exemplo, Franga,*® Paises Baixos,”® Dinamarca,”’ Bélgica*®), produzindo resultados
discriminatérios e um controlo excessivo das pessoas em situacées vulneraveis.
Esses sistemas sao geralmente criados com base numa combinacdo de caracter-
isticas pessoais e de personalidade, dados sobre as interacdes entre as pessoas
beneficidrias e as agéncias publicas de emprego e, por vezes, dados de empresas
privadas (como empresas de eletricidade).

Os sistemas de classificacdo e avaliagdo também podem basear-se noutros tipos de
dados. Por exemplo, um sistema de vigilancia parcialmente automatizado num campo
de pessoas refugiadas pode analisar dados de camaras e sensores de movimento

50 AlgorithmWatch (2018), «SCHUFA, a black box: OpenSCHUFA results published», disponivel em
https://algorithmwatch.org/en/schufa-a-black-box-openschufa-results-published/ e C-634/21
SCHUFA Holding (Scoring) EU:C:2023:957.

51  Allhutter D. et al. (2020), «Algorithmic profiling of job seekers in Austria: How austerity politics are
made effective», Frontiers in Big Data, 3, disponivel em https://doi.org/10.3389/fdata.2020.00005,
consultado em 11 de novembro de 2025.

52 Umavez que todos os seres humanos pertencem a mesma espécie, o Comité de Ministros do Conselho
da Europa rejeita as teorias baseadas na existéncia de diferentes“racas”. No entanto, neste documento,
o termo “raca” é utilizado para garantir que as pessoas que sao geral e erroneamente consideradas
como “pertencentes a outra raca” ndo sejam excluidas da protecdo proporcionada pela legislacdo e
pela implementacdo de politicas.

53 De Rechtspraak (2019), «SyRl legislation in breach of European Convention on Human Rights», De
Rechtspraak, disponivel em www.rechtspraak.nl/Organisatie-en-contact/Organisatie/Rechtbanken/
Rechtbank-Den-Haag/Nieuws/Paginas/SyRl-legislation-in-breach-of-European-Convention-on-Human-
Rights.aspx, consultado em 11 de novembro de 2025. O sistema SyRI também foi considerado como
tendo interferido de forma desproporcional no direito a privacidade das utilizadoras e utilizadores
finais, na medida em que tratava dados pessoais provenientes de varias agéncias governamentais.

54 Szymielewicz K. etal. (2015), «Profiling the unemployed in Poland: social and political implications
of algorithmic decision making», Fundacja Panoptykon, disponivel em https://en.panoptykon.org/
profiling-unemployed-poland-report, consultado em 11 de novembro de 2025.

55
56

57

58

Romain et al. (2023).

Mehrotra D. et al. (2023), «Inside the suspicion machine», WIRED, disponivel em www.wired.com/
story/welfare-state-algorithms/.

Geiger G. (2023), «<How Denmark’s welfare state became a surveillance nightmare», WIRED, disponivel
em www.wired.com/story/algorithms-welfare-state-politics/ e Amnistia Internacional (2024), <Denmark:
Al-powered welfare system fuels mass surveillance and risks discriminating against marginalized
groups - report», disponivel em www.amnesty.org/en/latest/news/2024/11/denmark-ai-powered-wel-
fare-system-fuels-mass-surveillance-and-risks-discriminating-against-marginalized-groups-report/.
Degrave E. (2020), «The use of secret algorithms to combat social fraud in Belgium», European
Review of Digital Administration & Law 1-2: 167-78.
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para determinar se determinadas pessoas (tais como migrantes) estdo em risco de
tentar fugir.>®

Avaliacao das proibicoes ao abrigo da
alinea c) do n.° 1 do artigo 5.°

Para determinar se um sistema de |A se enquadra na alinea c) do n.° 1 do artigo 5.°,
cumpre fazer uma avaliacdo assente em cinco pontos de verificacdo cumulativa,
nomeadamente:

1.

O sistema de IA foi colocado no mercado, colocado em servico ou esta a ser
utilizado?

A «avaliacdo ou classificacdo de pessoas singulares ou grupos de pessoas» constitui
0 objetivo pretendido ou o objeto da utilizacdo deste sistema de IA?

A avaliacao ou classificacdo ocorreu «durante um certo periodo»?

a. A classificagcao Unica nao é proibida. Porém, a proibicdo seria aplicavel se os dados
analisados uma Unica vez se reportassem a um determinado periodo de tempo.%°

A avaliacédo ou classificacdo baseia-se no
a. comportamento social de pessoas singulares ou grupos de pessoas ou em

b. «caracteristicas de personalidade ou pessoais, conhecidas, inferidas ou
previsiveis»?°'

A avaliacédo ou classificacao resulta numa classificacdo social que conduz a um
«tratamento prejudicial ou desfavoravel de certas pessoas singulares ou grupos
de pessoas»:

a. em «contextos sociais ndo relacionados com os contextos nos quais os dados
foram originalmente gerados ou recolhidos»; e/ou

b. de forma injustificada ou desproporcionada face ao seu comportamento social
ou a gravidade do mesmo?¢?

59
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Exemplo apresentado nas Orientacdes sobre as praticas proibidas estabelecidas pelo Regulamento
sobre a |A, paragrafo 155.

Orientagbes sobre as praticas proibidas estabelecidas pelo Regulamento sobre a IA, paragrafo 155.
O paragrafo baseia-se no exemplo de um sistema utilizado num campo de pessoas refugiadas, no
qual os dados analisados abrangem um determinado periodo de tempo.

OrientagOes sobre as praticas proibidas estabelecidas pelo Regulamento sobre a IA, paragrafo
158: As «caracteristicas pessoais» podem incluir uma variedade de informacoes relacionadas com
uma pessoa, por exemplo, sexo, orientagcao sexual ou caracteristicas sexuais, género, identidade
de género, raca, etnia, situacao familiar, endereco, rendimento, membros do agregado familiar,
profissao, emprego ou outro estatuto juridico, desempenho no trabalho, situacdo econdmica,
liquidez financeira, satide, preferéncias pessoais, interesses, fiabilidade, comportamento, localizagéo
ou circulacdo, nivel de endividamento, tipo de automovel, etc.

O escandalo das prestacoes familiares para criangas a cargo nos Paises Baixos € um exemplo em que
ambas as condi¢des da alinea c) don.2 1 do artigo 5.°do Regulamento sobre a |A sdo preenchidas. Ver
Provedoria de Justica Nacional, «Belastingdienst treft 232 gezinnen met onevenredig harde actie»,
27 de novembro de 2019 [em neerlandés]. Ver também Ibidem, «Geen powerplay maar fair play.
Onevenredig harde aanpak van 232 gezinnen met kinderopvangtoeslag», 9 de agosto de 2017, p. 32.
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O ambito da classificacdo é mais amplo do que a avaliacdo, sendo que esta pode ser
efetuada «com base em caracteristicas conhecidas, como a idade, o sexo e a altura,
[0 que] nao acarreta necessariamente uma definicao de perfis».®* A avaliacao esta
mais intimamente relacionada com a «definicao de perfis», o que significa®

recolher informagdes sobre uma pessoa (ou grupo de pessoas) e avaliar as suas carac-
teristicas ou padrdes de comportamento para as colocar numa determinada categoria
ou grupo, em particular para analisar e/ou fazer previsées sobre, por exemplo:

» capacidade de realizar uma tarefa;

P interesses; ou

» comportamento provavel.

Por exemplo, o sistema de classificacdo de crédito utilizado na Alemanha, Schufa,
que gera uma «classificacdo de probabilidade» para estimar a capacidade de uma
pessoa efetuar pagamentos, foi considerado como «definicao de perfis» pelo Tribunal
de Justica da Unido Europeia (TJUE).®®

Uma pratica de classificacao pode resultar em tratamento desfavoravel, mesmo que
ndo cause danos especificos, por exemplo, selecionar uma pessoa para inspecdes
adicionais, ao passo que o tratamento prejudicial resulta em danos. Tanto o tratamento
desfavoravel como o prejudicial podem ja ser proibidos ao abrigo da legislacao da UE
em matéria de nao discriminacao, o que protege determinados grupos protegidos
com base, por exemplo, na idade, origem étnica e racial, sexo e religido. Mas o ambito
da proibicdo no Regulamento sobre a IA é mais vasto e aplica-se a tratamentos que
vao além da legislagao da UE em matéria de ndo discriminacao.®®

Se a classificacdo resultar em «tratamento prejudicial ou desfavoravel», esta proibi-
¢ao aplica-se mesmo que a classificacdo seja efetuada por uma organizacdo (uma
empresa privada de avaliacdo da capacidade de solvabilidade) diferente da orga-
nizacado (autoridade publica) que a utiliza.®” Esta proibicao também nao se limita a
avaliacdo ou classificacao produzida exclusivamente por um sistema de IA. O ambito
da proibicao inclui praticas de classificacao que podem envolver avaliagées humanas,
desde que o resultado do sistema de IA desempenhe «um papel suficientemente
importante na producdo da classificacdo social».%® Por exemplo, a utilizacdo, por
parte de uma autoridade publica, de um sistema de IA para classificar e combinar
essa classificacdo com a avaliacdo humana de factos adicionais seria proibida se o
resultado fosse prejudicial ou desfavoravel.

63  Grupo de Trabalho do Artigo 29.°, Orientagdes sobre as decisdes individuais automatizadas e a
definicdo de perfis para efeitos do Regulamento (UE) 2016/679, Wp251rev.01 de 6.2.2018, p. 7. Ver
também RGPD, artigo 4.2, n.° 4.

64  Ibidem.

65 Acordao do Tribunal de Justica de 7 de dezembro de 2023, SCHUFA Holding (Scoring), C-634/21,
EU:C:2023:957, paragrafo 47.

66 Orientagdes sobre as praticas proibidas estabelecidas pelo Regulamento sobre a |A, paragrafo 165.

67 Acordao do Tribunal de Justica de 7 de dezembro de 2023, SCHUFA Holding (Scoring), C-634/21,
EU:C:2023:957, paragrafos 42-51, 60-61.

68 Orientagdes sobre as praticas proibidas estabelecidas pelo Regulamento sobre a A, paragrafo 161.
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2.3.2. Papel dos organismos para a igualdade e outras
ENDH na abordagem as proibicoes relacionadas com a
classificacao social

Monitorizar e avaliar o leque de praticas de classificacao que extravasam o

ambito da legislacdo da UE em matéria de nao discriminacao e que resultam num
tratamento desfavoravel e prejudicial. Os organismos para a igualdade necessitam
de desenvolver conhecimentos adicionais para as monitorizar de forma eficaz.

2.4. Avaliacao do risco de cometer uma infracao penal

2.4.1. Contexto e relevancia

Aalinead),n.° 1 do artigo 5.° do Regulamento sobre a IA proibe a avaliacao e previsao
do risco de infracdes penais individuais «com base exclusivamente na definicdo de
perfis de uma pessoa singular ou na avaliacdo dos seus tracos e caracteristicas de
personalidade».%® Esta proibicdo procura limitar os danos ao direito a dignidade
humana, ao direito a ndo discriminacao, ao direito a um tribunal imparcial, ao direito
a presuncao de inocéncia, ao direito a defesa, ao direito a acao, a privacidade e a
protecdo de dados.”®

Para determinar se um sistema de IA se enquadra na alinea d) do n.° 1 do artigo
5.2, cumpre fazer uma avaliagdo assente em trés pontos de verificacdo cumulativa,
nomeadamente:

1. O sistema de IA foi colocado no mercado, colocado em servico ou esta a ser
utilizado?

2. O objetivo pretendido do sistema de IA é «a realizacao de avaliagdes de risco
de pessoas singulares a fim de avaliar ou prever o risco de uma pessoa singular
cometer uma infracdo penal»?

3. Aavaliagcdo ou previsao baseia-se exclusivamente na
a. definicao de perfis”' e/ou

b. avaliacao dos tracos ou caracteristicas da sua personalidade, como a naciona-
lidade, o local de nascimento, o local de residéncia, o nimero de filhos, o nivel
de endividamento ou o tipo de automovel, etc.”

Por exemplo, um sistema de IA utilizado por uma autoridade responsavel pela apli-
cacao da lei para prever comportamentos criminosos, como o terrorismo com base

69 Artigo 5.2, n.° 1, alinea d) do Regulamento sobre a IA.

70 Regulamento sobre a IA, considerando 48.

71 Adefinicao de perfis que resulte em discriminagao indireta ou direta ja é proibida pela DAL, artigo
11.2,n.23.Ver também Grupo de Trabalho do Artigo 29.°, Orientagdes sobre as decisdes individuais
automatizadas e a definicao de perfis para efeitos do Regulamento (UE) 2016/679, Wp251rev.01
de 6.2.2018, p. 7.; Agéncia dos Direitos Fundamentais da UE, Prevenir a definicao ilicita de perfis no
presente e no futuro: um guia, Manual, 2018, p. 138.

72 Regulamento sobre a IA, considerando 42.
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exclusivamente na idade, nacionalidade, endereco, tipo de automével e estado civil
das pessoas, seria proibido.”

Exemplos que nédo sao proibidos incluem:
» Avaliacao de risco de um grupo (em vez de risco de uma pessoa);”*

» Quaisquer outras abordagens de policiamento preditivo que nédo se baseiem
exclusivamente na definicdo de perfis ou na avaliacdo de tracos e caracteristicas
da personalidade;

» Sistemas de IA utilizados para apoiar a avaliacdo humana com base em factos
objetivos e verificaveis diretamente ligados a uma atividade criminosa;”®

» Policiamento preditivo baseado na localizagao;™

» Sistemas de IA que fazem previsdes individuais permitidas pela legislacao
nacional e da UE relacionadas com uma contraordenacao (e ndo uma infracao
penal), mesmo que «possam ser recolhidas informagoes relativas a um eventual
envolvimento das pessoas singulares em infracdes penais».”

Esta proibicdo tem um ambito limitado e nao proibe totalmente o policiamento
preditivo. Quando a proibicdo se aplica, € mais ampla em termos de quando e a
quem se aplica. O Regulamento sobre a IA complementa a Diretiva (UE) 2016/343
para proteger o direito a presuncdo de inocéncia até prova em contrario antes do
inicio de uma investigacdo criminal formal.”® A Diretiva (UE) 2016/343 aplica-se apenas
quando uma pessoa € suspeita ou acusada de ter cometido uma infragcdo penal.

Eimportante notar que esta proibicao nio se limita as autoridades responsaveis pela
aplicacao da lei ou as entidades que atuam em seu nome. Qualquer entidade que
tenha a obrigacdo legal de «avaliar ou prever o risco de uma pessoa singular cometer
uma infracao penal» esta abrangida pelo ambito de aplicacdo. Uma autoridade fiscal
que elabora perfis de pessoas com base na nacionalidade ou noutras caracteristicas
utilizando sistemas de |A estd abrangida pelo ambito de aplicacdo desta proibicao.””
Uma instituicdo bancaria, uma entidade privada, a quem a lei confia a tarefa de

73 OrientagOes sobre as praticas proibidas estabelecidas pelo Regulamento sobre a |A, paragrafo 202.

74 OrientagOes sobre as praticas proibidas estabelecidas pelo Regulamento sobre a IA, paragrafo 196.
Note-se que se for utilizado um perfil de grupo para avaliar e prever o risco de uma pessoa especifica
cometer um crime semelhante, tal constitui uma definicao de perfil e pode, por conseguinte, ser
abrangido pela proibicao.

75 OrientagOes sobre as praticas proibidas estabelecidas pelo Regulamento sobre a |A, paragrafo 214.

76 Orientagdes sobre as praticas proibidas estabelecidas pelo Regulamento sobre a IA, paragrafos
212-13.Isto significa que as patrulhas poderiam ser fortemente destacadas para areas decididas por
algoritmos preditivos «<com base em dados histoéricos e perpetuar a discriminacéo e as desigualdades
na aplicacdo da lei». Ver também «Cop out: automation in the criminal legal system», Georgetown
Law Centre on Privacy & Technology, disponivel em: https://copout.tech/, consultado em 10 de
novembro de 2025.

77  OrientagOes sobre as praticas proibidas estabelecidas pelo Regulamento sobre a |A, paragrafo 217.
Ver também a nota de rodapé 143 nas Orientagdes sobre as praticas proibidas estabelecidas pelo
Regulamento sobre a IA sobre os critérios para determinar se uma infragdo se reveste ou nao de
natureza penal.

78 Diretiva (UE) 2016/343 do Parlamento Europeu e do Conselho, de 9 de marco de 2016, relativa ao
refor¢o de certos aspetos da presuncédo de inocéncia e do direito de comparecer em julgamento
em processo penal.

79 Aproibicdo nao se aplica quando uma autoridade fiscal esta a avaliar o risco de uma pessoa juridica,
como uma sociedade.
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rastrear clientes para detetar crimes como o branqueamento de capitais, também
estaria abrangida por esta proibicao se utilizasse sistemas de IA e ndo cumprisse o
Regulamento (UE) 2024/1624.8°

Eigualmente importante salientar que a aplicacio da «definicio de perfis de grupo»®’
a pessoas individuais esta abrangida pelo ambito desta proibicdo. A definicao de
perfis de grupo implica a definicdo de um perfil de um grupo especifico, que pode
incluir categorias como terroristas, gangsters, etc. Esses perfis podem ser utilizados
para avaliar e prever o risco de outras pessoas cometerem crimes semelhantes. Tal
é proibido.

2.4.2. Papel dos organismos para a igualdade e outras ENDH
na abordagem as proibi¢oes relacionadas com a avaliacao do
risco de cometer uma infracao penal

» Explorar atotalidade do ambito da proibicao, realizando ou encomendando
estudos sobre aplicacdes no ambito desta proibicao que vao além da utili-
zacao da avaliacao de riscos para fins de aplicacao da lei na prevencéao de
crimes individuais (por exemplo, autoridades fiscais ou instituicdes respon-
saveis pela luta contra o branqueamento de capitais).

» Contribuir para a aplicacdo da proibicao, formando e sensibilizando as
autoridades competentes relevantes para essas aplicagdes, que podem nao
ser autoridades competentes ao abrigo do Regulamento sobre a IA, para
fazer face aos danos causados pela discriminacao.

2.5. Recolha de imagens para construir ou expandir
bases de dados de reconhecimento facial

2.5.1. Contexto e relevancia

A alinea e) do n.° 1 do artigo 5.° do Regulamento sobre a IA proibe as entidades
prestadoras e as entidades responsaveis pelaimplantacao de desenvolver e expandir
«bases de dados de reconhecimento facial através da recolha aleatéria de imagens
faciais a partir da Internet ou de imagens de televisdo em circuito fechado (TVCF)»%,
que prejudicam o direito das pessoas a dignidade humana, a ndo discriminacéo, a
privacidade e a protecao de dados®. A proibicao aplica-se independentemente da
estrutura de armazenamento da base de dados. Uma base de dados de reconhecimento
facial ndo tem de estar centralizada num unico local ou sob o controlo de uma Unica
entidade juridica. Pode ser descentralizada. A proibicado também se aplica se a base
de dados for temporaria ou existir apenas por um breve periodo de tempo.

80 Regulamento (UE) 2024/1624 do Parlamento Europeu e do Conselho, de 31 de maio de 2024, relativo
a prevencao da utilizacao do sistema financeiro para efeitos de branqueamento de capitais ou de
financiamento do terrorismo, artigos 20.° e 76.2, n.° 5, alinea b).

81 Agéncia dos Direitos Fundamentais da UE (2018), Prevenir a defini¢do ilicita de perfis no presente e
no futuro: um guia, Manual, p. 21.

82 Regulamento sobre a IA, considerando 43.

83 Orientagdes sobre as praticas proibidas estabelecidas pelo Regulamento sobre a |A, paragrafo 226.
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Todavia, a recolha aleatoria de imagens faciais ja é ilegal ao abrigo da legislacao
da UE em matéria de protecao de dados.t* O problema tem sido a aplicacao da lei,
especialmente a nivel extraterritorial. Por exemplo, a aplicacdo de reconhecimento
facial comercializada pela empresa norte-americana Clearview Al, que se baseava na
recolha aleatéria de imagens faciais nas redes sociais, tera sido utilizada por varias
autoridades policiais em toda a Europa.®

Para determinar se um sistema de IA se enquadra na alinea e) do n.° 1 do artigo 5.°,
cumpre fazer uma avaliacdo assente em quatro pontos de verificacdo cumulativa,
nomeadamente:

1. O sistema de IA foi colocado no mercado, colocado em servico ou esta a ser
utilizado?

2. Este sistema de |A realiza «recolha aleatodria» (ver abaixo)?

3. As«imagens faciais» sdo obtidas a partir da «Internet ou de imagens de televisao
em circuito fechado (TVCF)»?

4. Osistema de A é utilizado para «cria[r] ou expand[ir] bases de dados de recon-
hecimento facial»?

O Regulamento sobre a IA nao proibe toda a recolha. Também néo proibe a criacao
de bases de dados que nao sejam de imagens faciais. Estas atividades, especialmente
as que envolvem dados biométricos,® ja sdo restringidas pela legislacdo da UE em
matéria de protecdo de dados.’”’

O facto de uma empresa que faca recolha automatica de contetdos da web («web-
crawling») respeitar os mecanismos técnicos de autoexclusao® nao afeta a questao
de saber se a recolha é aleatéria ou ndo. A recolha seletiva de <imagens ou videos
que contenham apenas rostos humanos de pessoas especificas ou de um grupo

84 De Autoriteit Persoonsgegevens (2024), «<Dutch DPA imposes a fine on Clearview because of illegal
data collection for facial recognition», disponivel em www.autoriteitpersoonsgegevens.nl/en/current/
dutch-dpa-imposes-a-fine-on-clearview-because-of-illegal-data-collection-for-facial-recognition,
consultado em 10 de novembro de 2025.

85 Comité Europeu para a Protecdo de Dados (10 de junho de 2020), Carta aos Membros do Parlamento
Europeu, disponivel em www.edpb.europa.eu/sites/default/files/files/file1/edpb_letter_out_2020-
0052_facialrecognition.pdf, consultado em 10 de novembro de 2025.

86 Note-se que a definicdo de «dados biométricos» no Regulamento sobre a |A difere da definicao do
RGPD e da DAL. O Regulamento sobre a IA, no artigo 3.2, n.° 34, define «dados biométricos» como:
«dados pessoais resultantes de um tratamento técnico especifico relativo as caracteristicas fisicas,
fisiolégicas ou comportamentais de uma pessoa singular, nomeadamente imagens faciais ou dados
dactiloscopicos».

O RGPD, no artigo 4.2, n.° 14 e a DAL, no artigo 3.2, n.° 13, definem «dados biométricos» como
«dados pessoais resultantes de um tratamento técnico especifico relativo as caracteristicas fisicas,
fisioldgicas ou comportamentais de uma pessoa singular que permitam ou confirmem a identifi-
cagdo Unica dessa pessoa singular, nomeadamente imagens faciais ou dados dactiloscopicos»;

87 CEPD (2024), Opinion 28/2024 on certain data protection aspects related to the processing of
personal data in the context of Al models (Parecer 28/2024 sobre determinados aspetos da protecéo
de dados relacionados com o tratamento de dados pessoais no contexto de modelos de IA), adotado
em 17 de dezembro de 2024, paragrafos 104-106.

88 Koster M. et al. (2022), «Robots Exclusion Protocol», RFC 9309, DOI 10.17487/RFC9309, disponivel
em www.rfc-editor.org/info/rfc9309, consultado em 10 de novembro de 2025.
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predefinido de pessoas» ndo é proibida.®® Porém, se essa recolha seletiva for realizada
para varias pessoas ou grupos ao longo de um periodo de tempo, seria equivalente
a uma recolha aleatéria e, consequentemente, proibida.*°

Além disso, os dados disponibilizados ao publico, mesmo que uma pessoa tenha
publicado a suaimagem facial num sitio web de redes sociais, estdo protegidos pela
legislacdo da UE em matéria de protecdo de dados. «O simples facto de os dados
pessoais serem acessiveis ao publico ndo implica que [a pessoa] titular dos dados
os tenha manifestamente tornado publicos ».°!

2.5.2, Papel dos organismos para a igualdade e outras ENDH
na abordagem as proibi¢oes relacionadas com a recolha

de imagens para construir ou expandir bases de dados de
reconhecimento facial

Apoiar a aplicacao desta proibicao, sobretudo no que diz respeito a empresas
sediadas fora da UE, mas que recolhem imagens faciais de pessoas na UE,
através de um envolvimento continuo com as AFM e com as autoridades de
protecdo de dados (APD).

2.6. Reconhecimento de emocodes

2.6.1. Contexto e relevancia

N&o obstante as «consequéncias discriminatodrias e indignas altamente indesejaveis, os
efeitos manipuladores»®? e a falta de evidéncias cientificas de que o reconhecimento
de emocgdes® funcione,* a alinea f) don.° 1 do artigo 5.° do Regulamento sobre a IA
apenas proibe o reconhecimento de emocdes nos locais de trabalho e nas instituicdes
de ensino. Todos os outros usos do reconhecimento de emocdes sdo considerados
de risco elevado,® mas néo sao proibidos.

89 Orientagdes sobre as praticas proibidas estabelecidas pelo Regulamento sobre a A, paragrafo 229.

90 Orientagdes sobre as praticas proibidas estabelecidas pelo Regulamento sobre a |A, paragrafo 230.

91 CEPD (2024), «<Report of the work undertaken by the ChatGPT Taskforce», adotado em 23 de maio
de 2024, paragrafo 18.

92 Codagnone C. et al. (2022), Identification and assessment of existing and draft EU legislation in the
digital field, Estudo para a Comissao Especial sobre Inteligéncia Artificial na Era Digital (AIDA),
Departamento de Politicas Econdmicas, Cientificas e de Qualidade de Vida, Parlamento Europeu,
Luxemburgo, p. 62.

93 Regulamento sobre a A, artigo 3.9, n.° 39: «“sistema de reconhecimento de emogdes’, um sistema
de IA concebido para identificar ou inferir emog¢es ou intenc¢des de pessoas singulares com base
nos seus dados biométricos».

94 Barrett L. F. et al. (2019), <kEmotional expressions reconsidered: challenges to inferring emotion
from human facial movements», Psychological Science in the Public Interest, 20(1), 1-68, disponivel
em https://doi.org/10.1177/1529100619832930, consultado em 10 de novembro de 2025.

95 Regulamento sobre a IA, anexo I, n.2 1, alinea ).
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Exemplos

O reconhecimento de emoc¢des compreende «diferentes tecnologias e operagdes de
tratamento para detetar, recolher, analisar, categorizar, reagir, interagir e aprender
emocdes de pessoas».®® Estas tecnologias podem ser utilizadas no processo de
recrutamento ou para monitorizar as emocoes de trabalhadoras e trabalhadores,
nos cuidados de sauide, na prevencao do suicidio ou pelas autoridades responsaveis
pela aplicacao da lei como «detetores de mentiras» no controlo das fronteiras.””

Para determinar se um sistema de IA se enquadra na alinea f) do n.° 1 do artigo

59,

cumpre fazer uma avaliagdo assente em trés pontos de verificacdo cumulativa,

nomeadamente:

1.

3.

O sistema de IA foi colocado no mercado, colocado em servico ou esta a ser
utilizado?

O sistema de IA identifica ou infere emocdes ou é capaz de inferir emogdes ou
intencdes de pessoas com base em dados biométricos?

Ossistema de IA éimplantado «no local de trabalho e nas instituicées de ensino»?

E importante notar que o conceito de reconhecimento de emocbdes é restrito no
Regulamento sobre a IA:

O conceito refere-se a emocgdes ou intengdes como a felicidade, a tristeza, araiva,
a surpresa, a repugnancia, o embaraco, o entusiasmo, a vergonha, o desprezo, a
satisfacdo e o divertimento. Nédo inclui estados fisicos, como dor ou fadiga, incluindo,
por exemplo, sistemas utilizados para detetar o estado de fadiga de [profissionais
de aviacdo (pilotagem)] ou de motoristas para efeitos de prevencao de acidentes.
Também néo inclui a mera dete¢do de expressées, gestos ou movimentos rapida-
mente visiveis, a menos que sejam utilizados para identificar ou inferir emocgdes.
Essas expressdes podem ser expressdes faciais basicas, tais como franzir a testa
ou sorrir, ou gestos como o movimento das maos, dos bragos ou da cabeca, ou
caracteristicas da voz de uma pessoa, como levantar a voz ou sussurrar.®®

O paragrafo acima nao significa que essas praticas sejam legais. O reconhecimento de
emocoes envolve o tratamento de dados biométricos, o que, sem uma base juridica
valida, seriailegal ao abrigo da legislagcao da UE em matéria de protecao de dados.”

Se bem que o conceito de local de trabalho inclua o processo de recrutamento e
proteja as trabalhadoras e trabalhadores por conta de outrem e as trabalhadoras e
trabalhadores independentes, de acordo com as orientacdes da Comissdo Europeia,
nao inclui outras pessoas. Por exemplo, «xum centro de atendimento telefénico
estd proibido de utilizar camaras Web e sistemas de reconhecimento de voz para

96
97

98
99

Orientagdes sobre as praticas proibidas estabelecidas pelo Regulamento sobre a IA, paragrafo 240.
Boffey D. (2018), «<EU border “lie detector” system criticised as pseudoscience», The Guardian,
disponivel em www.theguardian.com/world/2018/nov/02/eu-border-lie-detection-system-criticised-
as-pseudoscience, consultado em 10 de novembro de 2025.

Regulamento sobre a IA, considerando 18 (itdlico nosso).

RGPD, artigos 6.° (Licitude do tratamento) e 9.° (Tratamento de categorias especiais de dados
pessoais) em particular.
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rastrear as emocodes das suas trabalhadoras e trabalhadores, como a raiva» e «um
supermercado [...] rastrear as emocgdes das suas trabalhadoras e trabalhadores» é
proibido, mas nédo o é relativamente a clientes.'®

O conceito de instituicbes de ensino aplica-se a todos os niveis de instituicoes
de ensino, publicas ou privadas, «acreditadas ou sancionadas pelas autoridades
nacionais competentes em matéria de educacao ou por autoridades equivalentes». A
utilizacdo do reconhecimento de emocdes em instituicdes de ensino, nomeadamente
durante o processo de admissao e os testes, estd incluida, mas a proibicdo nao se
aplica a cursos, incluindo online, oferecidos por entidades que ndo sdo consideradas
instituicoes de ensino.'’

Mesmo em locais de trabalho e instituicdes de ensino, é permitido o reconhecimento de
emocodes por motivos médicos ou de seguranca, desde que seja estritamente necessario
e proporcionado. Os sistemas de reconhecimento de emocdes utilizados por motivos
médicos teriam de cumprir o Regulamento (UE) 2017/745 (Regulamento relativo aos
dispositivos médicos), a legislacdo da Unido e nacional em matéria de emprego e
condi¢des de trabalho, incluindo a satide e a seguranca no trabalho, o que pode restringir
a sua utilizacdo. Por outras palavras, a marcacdo Conformité Européenne (CE)'? para
os sistemas de reconhecimento de emocgdes nos termos do Regulamento relativo aos
Dispositivos Médicos é necessaria, mas ndo suficiente, para a utilizacdo desses sistemas
em locais de trabalho e instituicdes de ensino ao abrigo do Regulamento sobre a |A.

Além disso, qualquer utilizagao deste tipo requer «um parecer prévio, por escrito e
fundamentado, de peritas/peritos relacionado com o caso de utilizagdo especifico [...]
[cuja] necessidade deve ser avaliada numa base objetiva em relacao a finalidade médica
e de seguranca e ndo deve referir-se as - necessidades - da entidade empregadora ou
dainstituicao de ensino. Esta avaliacdo deve averiguar se existem meios alternativos
menos intrusivos que permitam alcangar o mesmo objetivo».'%

Os sistemas de reconhecimento de emocdes nao proibidos sdo considerados de
risco elevado, nos termos da alinea ¢) do n.° 1 do anexo lll. Contam-se entre os
exemplos,'® se, e apenas se, existir uma base juridica valida,

» Autoridades estatisticas que utilizam o reconhecimento de emoc¢des em cabines
de voto para procurar perceber a postura das pessoas em relacdo a democracia
(por exemplo, raiva, satisfacao);

» Uma empresa que utiliza um robd de conversagdo que recorre ao reconheci-
mento de emocgdes para reagir adequadamente a clientes muito insatisfeitos;

» Uma autoridade responsavel pela aplicacao da lei que utiliza um sistema de
reconhecimento de emog¢des durante o interrogatério de um suspeito.

100 Orientagbes sobre as préticas proibidas estabelecidas pelo Regulamento sobre a IA, paragrafo 254.

101 Orientagbes sobre as préticas proibidas estabelecidas pelo Regulamento sobre a IA, paragrafo 257.

102 Comisséo Europeia (s.d.), CE Marking, disponivel em https://single-market-economy.ec.europa.eu/
single-market/ce-marking_en, consultado em 10 de novembro de 2025.

103 Orientagdes sobre as préticas proibidas estabelecidas pelo Regulamento sobre a A, paragrafo 259.

104 Wendehorst C. e Duller. Y (2021), Biometric Recognition and Behavioural Detection: Assessing the
ethical aspects of biometric recognition and behavioural detection techniques with a focus on their
current and future use in public spaces, Estudo para a Comissao dos Assuntos Juridicos e a Comissao
das Peti¢des do Parlamento Europeu, Parlamento Europeu, p. 66.
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Note-se que, em todos os casos, ha lugar a utilizacdo de dados biométricos para
inferir ou identificar emocoes.

2.6.2. Papel dos organismos para a igualdade e outras
ENDH na abordagem as proibi¢oes relacionadas com o
reconhecimento de emoc¢oes

» Recolher provas dos danos e riscos de discriminacao decorrentes do recon-
hecimento de emoc¢des noutros locais que ndo sejam locais de trabalho e
instituicdes de ensino. Em particular, os organismos para a igualdade e out-
ras ENDH podem monitorizar os sistemas de reconhecimento de emoc¢des
considerados de risco elevado nos termos da alinea ¢) do n.° 1 do anexo
Ill do Regulamento sobre a IA, que serao registados na base de dados de
sistemas de IA de risco elevado (ver artigo 49.°).

» Reunir provas das razbes apresentadas pelas entidades operadoras de IA
para argumentar que o uso do reconhecimento de emog¢des por motivos
médicos e de seguranca é necessario e proporcional, com vista a assegurar
o cumprimento da lei.

» Proteger clientes, consumidoras e consumidores e outras pessoas que intera-
gem com as pessoas no seu local de trabalho, visto ndo estarem protegidas
pela proibicdo da alinea f) do n.° 1 do artigo 5.°.

2.7. Categorizacao biométrica

2.7.1. Contexto e relevancia

A alinea g) do n.° 1 do artigo 5.° do Regulamento sobre a |A proibe a categorizagdo
que classifique individualmente as pessoas singulares «<com base nos seus dados
biométricos para deduzir ou inferir a sua raca, opinides politicas, filiacdo sindical,
conviccoes religiosas ou filosoficas, vida sexual ou orientacdo sexual»,'® uma vez
que tal categorizacdo colide com o direito a dignidade humana, a ndo discriminacao,
a privacidade e a protecado de dados. Note-se que a categorizacao biométrica, tal
como explicada abaixo, é diferente da identificacdo biométrica (a distancia), em que
as pessoas sdo identificadas (ver 2.8).

Ao contrario do conceito «sistema de categorizacao biométrica», o conceito
«categorizacdo biométrica» ndo esta definido no Regulamento sobre a IA, mas
pode ser entendido como

0 processo de determinar se os dados biométricos de uma pessoa pertencem a um
grupo com algumas caracteristicas previamente definidas, a fim de atuar de uma
forma especifica. Neste caso, ndo é importante identificar ou verificar as pessoas, mas
sim colocé-las automaticamente em determinada categoria. Por exemplo, um ecra

105 Regulamento sobre a IA, artigo 5.°, n.° 1, alinea g).
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publicitario pode mostrar anutincios diferentes dependendo da pessoa que os estiver
a ver, com base na idade ou no género.' [itdlico nosso]

Exemplos

Outros exemplos de categorizacdo biométrica incluem o uso de software para
categorizar automaticamente as pessoas por raca ou género, ou sistemas de 1A
que analisam as fotografias de pessoas nas redes sociais para determinar a orien-
tacao politica e enviar mensagens direcionadas, ou para determinar a orientacao
sexual e enviar publicidade direcionada.

A categorizacao biométrica é uma forma de definicao de perfis.’” O n.° 1 do artigo
22.°do RGPD e o n.° 3 do artigo 11.° da Diretiva relativa a Aplicacdo da Lei (DAL) ja
proibem a discriminacéo indireta ou direta com base na definicao de perfis.

Para determinar se um sistema de IA se enquadra na alinea g) do n.° 1 do artigo 5.°,
cumpre fazer uma avaliacdo assente em cinco pontos de verificacdo cumulativa,
nomeadamente:

1.

O sistema de IA foi colocado no mercado, colocado em servico ou esta a ser
utilizado?

O sistema de |A baseia-se em «dados biométricos»?

O sistema de IA é um «sistema de categorizacdo biométrica», tal como definido
no n.° 40 do artigo 3.°?

As pessoas sdo categorizadas através deste «sistema de categorizagao biométrica»?

a. O objetivo principal do sistema de |A é «a atribuicdo de pessoas singulares a
categorias especificas com base nos seus dados biométricos»?

Ossistema de IA é utilizado para «deduzir ou inferir a sua raca, opinies politicas, filia-
cao sindical, convicgoes religiosas ou filosoficas, vida sexual ou orientacao sexual»?

Fora do ambito da proibicdo, mas considerados de risco elevado nos termos da
alinea b) don.2 1 do anexo lll:

» «[Elsta proibicdo ndo abrange rotulagens nem filtragens de conjuntos de
dados biométricos legalmente adquiridos, tais como imagens, com base em
dados biométricos ou na categorizacdo de dados biométricos no dominio da
aplicacao da lei»."®

» Categorizacao biométrica que seja «acessori[a] a outro servico comercial e
estritamente necessari[a] por razdes técnicas objetivas».’®

106 Grupo de Trabalho do Artigo 29.°, Opinion 3/2012 on developments in biometric technologies

(Parecer 3/2012 sobre a evolucao das tecnologias biométricas), WP193, 27 de abril de 2012, p.6.

107 Grupo de Trabalho do Artigo 29.°, Orientagdes sobre as decisdes individuais automatizadas e a

definicdo de perfis para efeitos do Regulamento (UE) 2016/679, Wp251rev.01 de 6.2.2018, p. 7. Ver
também RGPD, artigo 4.2, n.° 4.

108 Regulamento sobre a IA, artigo 5.°, n.° 1, alinea g).
109 Regulamento sobre a IA, artigo 3.2, n.° 40.
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Note-se que estas utilizacdes podem continuar a ser proibidas ao abrigo do RGPD e
da DAL se a finalidade do tratamento ndo for licita ou se a interferéncia nos direitos
fundamentais das pessoas devido ao tratamento de dados biométricos nao for
necessaria e proporcional.

2.7.2. Papel dos organismos para a igualdade e outras
ENDH na abordagem as proibi¢oes relacionadas com a
categorizacao biométrica

» Reunir provas dos danos causados pela discriminagao devido a categorizacao
biométrica e partilha-las com as autoridades de fiscalizacdo do mercado e a
Comissao Europeia, de modo a contribuir para a avaliagao anual do artigo
5.2 e do anexo lll, em conformidade com o artigo 112.°, através de exemplos
concretos. Em particular, os organismos para a igualdade e outras ENDH
podem colaborar com as organiza¢des da sociedade civil e as autoridades de
fiscalizacdo do mercado para dedicar especial atencao as utilizagdes de risco
elevado no dominio da aplicacao da lei, que serdo registadas na versao nao
publica da base de dados dos sistemas de |A de risco elevado (ver artigo 49.°).

2.8. Sistemas de identificacao biométrica a distancia

2.8.1. Contexto e relevancia

O Regulamento sobre a |IA aborda a identificacdo biométrica a distancia (IBD)'"°
através de uma combinacao de artigos. Nos termos da alinea a) do n.° 1 do anexo
Ill, todos os sistemas de IBD''" autorizados pela legislagdo nacional ou da Uniédo sao
considerados sistemas de IA de risco elevado. Como os sistemas de IBD tratam dados
biométricos, o que «constitui, em qualquer circunstancia, uma ingeréncia grave [nos
direitos garantidos pela Carta da UE]»,"'? é necessaria uma base juridica para permitir
essa ingeréncia. As tecnologias de reconhecimento facial e de reconhecimento de
voz sao dois exemplos comuns de sistemas de IBD. A utilizacdo da identificacao
biométrica para fins que nao sejam a aplicacdo da lei ja é, em geral, proibida.'

Para fins da aplicacdo da lei, uma «mera transposicao da clausula geral do artigo 10.°da
diretiva [DAL]»""* ndo é suficiente para estabelecer uma base juridica. O Regulamento

110 Regulamento sobre a IA, artigo 3.2, n.° 41: «“Sistema de identificacdo biométrica a distancia’,
um sistema de IA concebido para identificar pessoas singulares, sem a sua participagao ativa,
normalmente a distancia, por meio da comparagao dos dados biométricos de uma pessoa com os
dados biométricos contidos numa base de dados de referéncia». Ver também o Regulamento sobre
alA, artigo 3., n.° 35 e as Orientagdes sobre as praticas proibidas estabelecidas pelo Regulamento
sobre a |A, paragrafo 306.

111 Estes sistemas podem incluir sistemas de reconhecimento facial a distancia, sistemas de
reconhecimento de voz a distancia, sistemas de reconhecimento da maneira de andar, etc.

112 CEPD (2022), Orientagbes 05/2022 sobre a utilizagdo da tecnologia de reconhecimento facial no
dominio da aplicacéo da lei, p. 5.

113 Regulamento sobre a IA, considerando 39. Ver também RGPD, artigo 9.2, n.° 1, e RPDUE, artigo 10.°,
neft.

114 CEPD (2022), Orientagbes 05/2022 sobre a utilizagdo da tecnologia de reconhecimento facial no
dominio da aplicacéo da lei, p. 5.
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sobre a IA também nao fornece uma base juridica para essa ingeréncia.'’> Assim, o
tratamento de dados biométricos, incluindo através de sistemas de IBD para fins de
aplicacao da lei, é proibido nos paises da UE, a menos que tenha sido estabelecida
uma base juridica especifica. Pelo menos dois paises, os Paises Baixos''® e a Italia'"’,
ainda nao estabeleceram essa base juridica.

Sistemas de IBD em tempo real

O Regulamento sobre a IA faz a distingao entre sistemas de IBD em tempo real e
sistemas de IBD em diferido."® O ultimo é definido como qualquer sistema de IBD
que nado seja em tempo real. A utilizagao de sistemas de IBD em tempo real pode
«dar origem a uma sensacao de vigilancia constante e dissuadir indiretamente o
exercicio da liberdade de reunido e de outros direitos fundamentais» e pode ter efeitos
discriminatérios no que diz respeito a idade, etnia, raca, sexo ou deficiéncia."

Para dar resposta a esta preocupacao, a alinea h) don.° 1 do artigo 5.° proibe a identificacdo
facial em tempo real para fins de aplicacdo da lei em espacos acessiveis ao publico. Isto
significa que a proibicao se aplica ndo s6 quando as autoridades responsaveis pela
aplicacdo da lei'® utilizam a IBD em tempo real, mas também quando qualquer outra
entidade, como uma empresa de transportes publicos ou um clube desportivo, a utiliza
para fins de aplicacdo da lei, como seria o caso se uma autoridade responsavel pela
aplicacéo da lei lhes delegasse a suaimplantacao.'' No que diz respeito a esta proibicdo,
o Regulamento sobre a IA aplica-se como lex specialis ao artigo 10.° da DAL.'??

Para determinar se um sistema de |A se enquadra na alinea h) do n.° 1 do artigo 5.°,
cumpre fazer uma avaliacdo assente em cinco pontos de verificacdo cumulativa,
nomeadamente:

1. Osistema de IA é um sistema de IBD nos termos do n.° 41 do artigo 3.°7

2. Osistema de IBD esta a ser utilizado?

115 Regulamento sobre a IA, considerando 38.

116 Gali¢ M. e Stevens L. (2023), «Regulating police use of facial recognition technology in the Netherlands:
The complex interplay between criminal procedural law and data protection law», New Journal of
European Criminal Law 14(4), 459-78, disponivel em https://doi.org/10.1177/20322844231212834,
consultado em 10 de novembro de 2025.

117 «Garante per la protezione dei dati personali» (2021), Riconoscimento facciale: Sari Real Time non
é conforme alla normativa sulla privacy, disponivel em www.garanteprivacy.it/home/docweb/-/
docweb-display/docweb/9575842, consultado em 10 de novembro de 2025.

118 Regulamento sobre a IA, artigo 3.2, n.%s 42 e 43. O n.° 42 do artigo 3.° estabelece que «sistema
de identificacao biométrica a distancia em tempo real», significa «xum sistema de identificacdo
biométrica a distancia em que a recolha de dados biométricos, a comparacao e a identificacao
ocorrem sem atraso significativo, que engloba nao apenas a identificagao instantanea, mas também
a identificagdo com ligeiro atraso, a fim de evitar que as regras sejam contornadas».

119 Regulamento sobre a IA, considerando 32. (itdlico nosso)

120 Regulamento sobre a IA, artigo 3.%, n.2 45.

121 Regulamento sobre a IA, artigo 3.2, n.° 46: [Entende-se por] «[alplicacao da lei», as atividades
realizadas por autoridades responsaveis pela aplicagao da lei ou em nome destas para efeitos de
prevencao, investigagao, detecao ou repressao de infragdes penais ou execugao de sangdes penais,
incluindo a protecdo contra ameacas a seguranca publica e a prevencdo das mesmas;

122 Regulamento sobre a IA, considerando 38.
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a. isto implica que a proibicdo se aplica apenas as entidades responsaveis pela
implantacéo (e ndo as entidades prestadoras, como no caso de outras proibicoes)

3. Osistema de IBD estd a ser utilizado em «espacos acessiveis ao publico»?
4. O sistema de IBD é «<em tempo real»?
5. Osistema de IBD em tempo real esta a ser utilizado para fins de aplicacdo da lei?

Esta proibicdo, contudo, ndo é absoluta. A utilizacdo de sistemas de IBD em tempo
real para fins de aplicacdo da lei pode ser permitida se for estritamente necessaria
nos seguintes casos:

1. a busca seletiva de vitimas de trés crimes graves especificos'® e pessoas
desaparecidas;

2. aprevencao de ameacas iminentes a vida ou a seguranca fisica ou uma ameaca
genuina de ataques terroristas; e/ou

3. alocalizacdo ou identificacdo de pessoas suspeitas e autoras/autores de deter-
minadas infracdes penais.'**

O Regulamento sobre a IA também nao fornece a base juridica para essa utilizacao.
Nestes casos excecionais, a IBD em tempo real para fins de aplicacao da lei sé pode
ser utilizada se

» For adotada uma lei nacional que forneca uma base juridica para a IBD em
tempo real e autorize um ou mais dos trés casos;

» Seforrealizada uma avaliacdo do impacto sobre os direitos fundamentais (AIDF)
nos termos do artigo 27.°, para avaliar a necessidade e a proporcionalidade,
pela autoridade responsavel pela aplicacdo da lei (ARAL);'?

» Para cada utilizacdo, se uma ARAL (ou uma entidade em seu nome) pretender
utilizar a IBD em tempo real, esta deve:'*

« obter uma autorizacdo de uma autoridade judicial ou administrativa inde-
pendente cuja decisao seja vinculativa no pais especifico da UE (exceto em
caso de emergéncia, quando é necessaria uma aprovacao a posteriori);

« notificar a autoridade de fiscalizacao do mercado (AFM) e a autoridade de
protecao de dados (APD);

« adicionar as informacoes de utilizacdo a base de dados da UE ndo publica,
de acordo com o n.° 4 do artigo 49.°.

123 Ostrés crimes graves sao o rapto, o trafico de seres humanos e a exploracao sexual de seres humanos.

124 Regulamento sobrealA, artigo 5.2, n.° 1, alinea h), subalineaiii): As infraces penais estao abrangidas
pelo ambito de aplicacdo se preencherem ambas as condigdes: 1) constarem da lista do anexo Il
do Regulamento sobre a IA e 2) que essas infragdes penais sejam «puniveis no Estado-Membro em
causa com pena ou medida de seguranca privativa de liberdade de duragdo maxima nao inferior
a quatro anos».

125 Regulamento sobre a IA, artigo 5.2, n.° 2.

126 Regulamento sobre a lA, artigo 5.2, n°s 2 a 5.
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» A APD e a AFM devem apresentar um relatério anual a Comissao Europeia,
indicando a frequéncia, etc., da utilizacao da IBD em tempo real no respetivo
pais. Estas podem optar por enviar um relatério conjunto.’”

» A Comissao Europeia deve publicar relatdrios anuais com base nos relatérios
das APD e das AFM dos paises da UE.'*®

Se for estabelecida uma legislacdo nacional para fornecer uma base juridica, as
regras para os sistemas de |IA de risco elevado serdo aplicaveis a essa utilizacdo para
fins de aplicacao da lei.

Se a legislacdo nacional nao estabelecer uma base juridica para a utilizagao da IBD
em tempo real, que requer primeiro uma base juridica para o tratamento de dados
biométricos, entao havera uma proibicdo geral, com efeito a partir de 2 de fevereiro de
2025, da utilizacdo da IBD em tempo real em espacos publicos para fins de aplicacao
dalei. Os Estados-Membros nao tém um prazo para adotar essa legislacdo nacional.
A data do presente relatério, nenhum pais da UE adotou qualquer legislacdo nacional
nesse sentido. Os paises da UE podem apoiar a proibicao geral ao ndo adotarem
qualquer legislagao nacional a este respeito.

Em sintese, os sistemas de IBD em tempo real sao proibidos, a menos que sejam
permitidos para fins de aplicacdo da lei através de uma legislacdo nacional que
permita a sua utilizacdo para objetivos especificos, com verificacdes da respetiva
proporcionalidade e necessidade, uma vez que tal utilizacdo interfere com uma série
de direitos fundamentais, incluindo o direito a ndo discriminacao.

Processo importante no Tribunal Europeu dos Direitos
Humanos: Glukhin c. Russia— Processo n.° 11519/20 (2023)

Durante uma monitorizacao de rotina da Internet, a policia descobriu fotografias e
um video do demandante a realizar uma manifestacdo a solo no metro de Moscovo,
publicados num canal publico do Telegram. Segundo o demandante, a policia
utilizou tecnologia de reconhecimento facial para o identificar a partir de capturas
de ecra do canal, recolheu grava¢des de video das camaras de vigilancia de TVCF
instaladas nas estacdes do metro de Moscovo por onde ele tinha transitado e,
varios dias depois, utilizou tecnologia de reconhecimento facial em tempo real
para o localizar e deter enquanto viajava no metro.

As varias capturas de ecra foram utilizadas como prova em processos de contraor-
denacao contra o demandante, que foi condenado.

O Tribunal Europeu dos Direitos Humanos considerou que houve violagcédo dos
artigos 10.°e 8.0

A utilizacdo de tecnologia de reconhecimento facial em processos de contraorde-
nacao para identificar, localizar e deter um manifestante pacifico teve um efeito
dissuasor sobre o exercicio dos direitos a liberdade de expressao e de

127 Regulamento sobre a IA, artigo 5.2, n.° 6.
128 Regulamento sobre a IA, artigo 5.°,n.° 7.
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reunido (artigo 10.°). Naimplementacao da tecnologia de reconhecimento facial,
€ necessario que existam:

» regras detalhadas que regulem o ambito e a aplicagdo das medidas,
» fortes salvaguardas contra o risco de abuso e arbitrariedade.

O Tribunal considerou que este risco era maior quando se utilizava tecnologia
de reconhecimento facial em tempo real e, ainda que ndo excluindo totalmente
a utilizacdo dessa tecnologia, o Tribunal considerou que, no caso de Glukhin, a
utilizacdo da tecnologia para o encontrar, localizar e deter ndo correspondia a
uma «necessidade social premente» e ndo podia ser considerada «necessdria
numa sociedade democrética».

Ficha informativa do Tribunal sobre processos relacionados com novas tecnologias:
FS_New_technologies_ENG.pdf - ECHR - ECHR / CEDH

Sistemas de IBD em diferido

Os sistemas de IBD que ndo sao proibidos, seja pelo Regulamento sobre a IA ou por
qualquer outra legislacdo nacional ou da Unido, sdo considerados de risco elevado. Por
definicao, estes incluem todos os sistemas de IBD em diferido (além dos sistemas de IBD
em tempo real permitidos) que sao permitidos pela legislagdo nacional ou da Unido.

As regras para sistemas de IA de risco elevado aplicam-se a estes sistemas de IBD em
diferido. A utilizacdo de sistemas de IBD em diferido pelas entidades responsaveis
pela aplicagao da lei inclui uma obrigacéo adicional para as entidades responsaveis
pela implantacao.

As entidades responsaveis pela implantacdo de sistemas de IBD em diferido para «
uma investigacao seletiva [ou seja, para a localizagao] de uma pessoa suspeita ou
condenada por ter cometido uma infracao penal»'* devem obter autorizacdo de uma
autoridade judicial ou administrativa independente cuja decisao seja vinculativa no
pais especifico da UE. Essa autorizacdo deve ser obtida antes de cada utilizacdo do
sistema, com pelo menos 48 horas de antecedéncia. «Cada utilizacdo deve limitar-se
ao estritamente necessario para a investigacdo de uma infracdo penal especifica».’

2.8.2. Papel dos organismos para a igualdade e outras ENDH
na abordagem as proibicoes relacionadas com a identificacao
biométrica a distancia
» Incentivar os governos a manter a proibicao total do uso de sistemas de IBD
em tempo real para fins de aplicacao da lei.

129 Regulamento sobre a IA, artigo 26.°, n.° 10.
130 Regulamento sobre a IA, artigo 26.°, n.° 10.
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3. Sistemas de lA
de risco elevado

3.1. Classificacao de sistemas de IA de risco elevado

3.1.1. Contexto e relevancia

O artigo 6.° estabelece as regras para classificar os sistemas de |A de risco elevado
que se enquadram no ambito de aplicacdo do Regulamento sobre a IA. De particular
relevancia para os organismos para a igualdade sao as aplicacdes enumeradas no
anexo lll, que abrangem:

» biometria;"*’

» infraestruturas criticas (infraestruturas digitais, transito rodoviario, abastec-
imento de dgua, gas, aquecimento ou eletricidade);?

» educacdo e formacao profissional;'s

131 Regulamento sobre a IA, anexo lll, n.° 1 e considerando 54.
132 Regulamento sobre a IA, anexo lll, n.° 2 e considerando 55.
133 Regulamento sobre a A, anexo lll, n.° 3 e considerando 56.
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» emprego, gestao de trabalhadoras e trabalhadores e acesso ao emprego por
conta propria;™*

» acesso a servicos privados essenciais e a servicos e prestagdes publicos essenciais,
bem como a fruicdo dos mesmos (por exemplo, seguranca social, classificacao
de crédito, seguros, cuidados de saude, servicos de emergéncia);'*®

» aplicacdo da lei;®
» gestdo da migracdo, do asilo e do controlo das fronteiras;'*’
» administracao da justica e processos democraticos.'*®

Os considerandos do Regulamento sobre a IA relativos a estes dominios salientam
que o conceito de risco nao se limita as caracteristicas tecnolégicas, mas estd
intimamente ligado ao contexto social, e alertam para o potencial de agravamento
das desigualdades estruturais.

Em comparacao com outros sistemas de IA, os sistemas de IA de risco elevado estao
sujeitos a mais obrigacdes em termos de documentacao, garantia da qualidade e
transparéncia, que sao todas salvaguardas contra a discriminacao.

Todavia, as entidades prestadoras de sistemas de |A nestes dominios tém a
possibilidade de se eximirem a classificacdo de risco elevado se considerarem que
0 seu caso especifico ndo representa um «risco significativo» (ver abaixo). Ao fazé-lo,
as entidades prestadoras que optem pela autoexclusdo do regime nao terdo de
cumprir as obrigacodes relativas ao risco elevado.

A opcao de autoexclusdo baseia-se numa autoavaliacao das entidades prestadoras,
que nao sao obrigadas a publicar essa avaliacao (ver abaixo). Tal leva ao risco de
que certos sistemas de IA de risco elevado nao regulamentados sejam erradamente
implantados como nédo sendo de risco elevado.

As regras relativas aos sistemas de IA de risco elevado para os sistemas de 1A
pertencentes aos dominios enumerados no anexo lll entrardo em vigor em agosto
de 2026. O Servico para a |IA deverd elaborar orientacées para a classificacdo dos
sistemas de IA como de risco elevado até 2 de fevereiro de 2026."*° As orientacdes
devem incluir «exemplos praticos de casos de utilizacdo de sistemas de IA de risco
elevado e de risco ndo elevado».'® De acordo com 0s n.%s 6 a 8 do artigo 6.° relativos
as regras de classificacdo de sistemas de IA de risco elevado, os atos delegados
podem acrescentar, eliminar ou alterar as condi¢cdes do n.° 3 do artigo 6.2, mas «nao
pode[m] diminuir o nivel geral de protecao da satide, da seguranca e dos direitos
fundamentais».'"!

134 Regulamento sobre a IA, anexo lll, n.° 4 e considerando 57.
135 Regulamento sobre a IA, anexo lll, n.° 5 e considerando 58.
136 Regulamento sobre a IA, anexo lll, n.° 6 e considerando 59.
137 Regulamento sobre a IA, anexo lll, n.° 7 e considerando 60.
138 Regulamento sobre a IA, anexo lll, n.° 8 e considerando 61.
139 Regulamento sobre a IA, artigo 6.°, n.° 5.

140 Ibidem.

141 Regulamento sobre a IA, artigo 6.°, n.° 8.
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Risco significativo e condi¢oes de autoexclusao

Pese embora o termo «risco significativo» ndo se encontre definido no Regulamento
sobre a IA, este pode ser interpretado como tendo um impacto negativo nos
direitos fundamentais, nomeadamente, «o direito a dignidade do ser humano, o
respeito da vida privada e familiar, a protecdo de dados pessoais, a liberdade de
expressao e de informacao, a liberdade de reuniao e de associacao, o direito a nao
discriminacdo, o direito a educacdo, a defesa de consumidoras/consumidores, os
direitos das trabalhadoras e trabalhadores, os direitos das pessoas com deficiéncia,
a igualdade de género, os direitos de propriedade intelectual, o direito a acéo e a
um tribunal imparcial, o direito a defesa e a presuncao de inocéncia, e o direito a
uma boa administracao»,'* os direitos das criancas e o direito a um nivel elevado
de protecao do ambiente.'*® A avaliacao pode considerar a gravidade do dano e a
probabilidade da sua ocorréncia.

Ao considerar estas quatro condicdes, sendo que as entidades prestadoras de
sistemas de IA podem invocar qualquer uma delas para optar pela autoexclusao,
deve ser avaliado em particular o «risco significativo»:'#

a. O sistema de IA destina-se a desempenhar uma tarefa processual restrita (por
exemplo, um sistema de IA que classifica os documentos recebidos em categorias);

b. O sistema de IA destina-se a melhorar o resultado de uma atividade humana
previamente concluida (por exemplo, sistemas de IA destinados a melhorar a
linguagem utilizada em documentos redigidos anteriormente);

¢. Osistema de |A destina-se a detetar padroes de tomada de decisdes ou desvios
em relacdo a padroes de tomada de decisdes anteriores e ndo se destina a sub-
stituir nem influenciar uma avaliacdo humana previamente concluida, sem que
se proceda a uma verificacdo adequada por um ser humano (por exemplo, os
sistemas de IA que, «tendo em conta um determinado padrao de atribuicao de
notas de uma professora ou professor, podem ser utilizados para verificar ex post
se a professora ou professor se pode ter desviado do padrao de atribuicao de
notas, de modo a assinalar potenciais incoeréncias ou anomalias»); ou

d. Osistema de |A destina-se a executar uma tarefa preparatoria no contexto de uma
avaliacao pertinente para efeitos dos casos de utilizacdo enumerados no anexo lll
(por exemplo, sistemas de IA utilizados para a traducao de documentos iniciais).

A «definicdo de perfis»'* tal como definida na legislagdo da UE em matéria de protecdo
de dados, ja é considerada um «risco significativo». Os sistemas de IA abrangidos
pelo anexo Il e que realizam a definicdo de perfis sdo sempre considerados de
risco elevado.'®

142 Regulamento sobre a |A, considerando 48. (itdlico nosso)

143 Carta da Uniao Europeia, artigo 37.°.

144 Regulamento sobre alA, artigo 6.2, n.° 3 e considerando 53. Estas condi¢des ndo impedem que um
sistema de IA seja proibido.

145 RGPD, artigo 4.°, n.° 4 e Diretiva relativa a Aplicacdo da Lei, artigo 3.2, n.c 4.

146 Regulamento sobre a |A, artigo 6.2, n.° 3, terceiro paragrafo.
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Consequéncias da autoexclusao do regime
dos sistemas de IA de risco elevado

1. Se as entidades prestadoras de sistemas de IA optarem pela autoexclusao, sao
obrigadas a:

« documentar a avaliacao para a autoexclusdo antes de colocar o sistema de
IA no mercado ou de o colocar em servico;

« registar o sistema na base de dados da UE com base no n.° 2 do artigo 49.°
e no artigo 71.°, com as informacdes exigidas pela seccao B do anexo VIII. As
informacdes exigidas sdo menos detalhadas do que as exigidas pela seccao A
do anexo VIl (em conformidade com o n.° 1 do artigo 49.°) para os sistemas
considerados de risco elevado. Contudo, as informacgdes incluem a «condicao
ou condic¢des no ambito do artigo 6.9, n.° 3, com base nas quais o sistema de
IA é considerado como ndo sendo de risco elevado»;'¥

2. As entidades prestadoras de sistemas de |A ndo sao obrigadas a publicar a
autoavaliacao. Contudo, devem facultar a documentacao da avaliagdo, mediante
pedido das autoridades nacionais competentes.'*

3. As AFM podem realizar avaliacbes dos sistemas de IA para determinar se estes
sao de risco elevado e exigir que as entidades prestadoras tomem medidas
corretivas.'* As AFM podem multar as entidades prestadoras por classificarem
indevidamente o sistema de IA como nao sendo de risco elevado, de forma a
contornar o Regulamento sobre a IA."° (ver artigo 77.°)

Questoes relacionadas com praticas de
reducao da classificacao de risco

A combinacdo da autoavaliacao para autoexclusao, a auséncia de definicdo do
termo «risco significativo» e as condicdes de autoexclusdo estabelecidas non.c 3 do
artigo 6.° levam ao risco de as entidades prestadoras se envolverem em «praticas de
reducéo da classificacdo de risco», ou seja, excluirem-se do regime de risco elevado,
nao obstante os seus sistemas representarem um risco significativo, escapando
dessa forma as obrigacdes estabelecidas para os sistemas de IA de risco elevado.

A atual inexisténcia de uma lista abrangente de exemplos praticos exacerba este risco. Por
exemplo, os sistemas de |A utilizados para analisar curriculos,”™' que podem influenciar
quem é entrevistada/o, podem nao ser regulamentados se forem considerados uma
tarefa processual restrita ou uma tarefa preliminar. O mesmo se aplica a um sistema
de IA utilizado para traduzir documentos no contexto de pedidos de asilo. Esses

147 Anexo VI, seccao B, n.2 6.

148 Regulamento sobre a IA, artigo 6., n.° 4. Os organismos para a igualdade ndo sdo considerados
autoridades nacionais competentes nos termos do n.° 4 do artigo 6.° do Regulamento sobre a IA.
Porém, os organismos para a igualdade tém a possibilidade de aceder a essas mesmas informa-
¢Oes com os poderes previstos no artigo 77.° do Regulamento sobre a IA. Além disso, o artigo 8.°
das Diretivas relativas as Normas confere-lhes poderes de investigagao e o direito de acesso as
informacoes para cumprir o seu mandato.

149 Regulamento sobre a |A, artigo 80.°,n.s 1 e 2.

150 Regulamento sobre a IA, artigo 80.,n.°7.

151 HrFlow.ai, disponivel em https://hrflow.ai/parsing/, consultado em 12 de novembro de 2025.
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sistemas podem ter um desempenho inferior em determinadas linguas, originando
mal-entendidos e resultando em efeitos prejudiciais para as/os requerentes de asilo.'?
Assim, os organismos para a igualdade e as ENDH serdo fundamentais para garantir que
os sistemas de IA de risco elevado néo se furtem a regulamentacao. Devem assumir
um papel ativo na definicdo das orientacdes e atos delegados futuros.

3.1.2. Papel dos organismos para a igualdade e outras ENDH
no que diz respeito a classificacao dos sistemas de IA de risco
elevado

» Avaliar as informagdes fornecidas nas autoavaliagoes pelas entidades pre-
stadoras que optam pela autoexclusao do regime de risco elevado, com o
intuito de determinar se as informacoes fornecidas permitem uma analise
adequada dos impactos na igualdade e na nao discriminagao.

» Compilar uma lista de sistemas de IA cujas entidades prestadoras se tenham
autoexcluido do regime de risco elevado nos termos do n.° 3 do artigo 6.°,
mas que representam um risco significativo. Esses exemplos podem ser
recolhidos a partir da base de dados da UE sobre sistemas de IA de risco
elevado,153 das queixas recebidas pelos Ol e das informagbes obtidas através
da colaboragao com as OSC (ver Cooperagao).

» Publicar esta lista e comunica-la diretamente as AFM, as APD e a Comissao
Europeia, com vista a aumentar a sensibilizacdo e contribuir para as orien-
tagc6es da Comissao Europeia.

» Desenvolver orientagdes sobre como os sistemas de |IA podem representar
um risco significativo para a igualdade e a discriminacao. Estas orientacoes
podem ser desenvolvidas com base na lista de exemplos acima mencionada.

» Os organismos para a igualdade devem cooperar com as AFM e auxilia-las
na tarefa de avaliar se um sistema de IA que foi excluido do regime de risco
elevado representa um risco significativo de lesao dos direitos fundamentais.

3.2. Alteracao da lista de casos de utilizacao de risco elevado

3.2.1. Contexto e significado
O artigo 7.° confere a Comissao Europeia o poder de adotar atos delegados para

1. adicionar ou modificar casos de utilizacdo de sistemas de IA de risco elevado
enumerados no anexo lll,>* e

2. suprimir sistemas de IA de risco elevado enumerados no anexo lI.'>

152 Bhuiyan J. (2023), «Lost in Al translation: growing reliance on language apps jeopardizes some
asylum applications», The Guardian, disponivel em www.theguardian.com/us-news/2023/sep/07/
asylum-seekers-ai-translation-apps, consultado em 10 de novembro de 2025.

153 Nao é claro se os organismos para a igualdade terdo acesso a parte néo publica da base de dados.

154 Regulamento sobre a IA, artigo 7.2, n.° 1, primeiro paragrafo.

155 Regulamento sobre a IA, artigo 7.2, n.° 3, primeiro paragrafo.
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Para compreender a diferenca entre estas duas possibilidades, pode ser util consultar
um exemplo do anexo Ill:¢

4. Emprego, gestdo de trabalhadoras e trabalhadores e acesso ao emprego por
conta prépria:

a. Sistemas de |A concebidos para serem utilizados no recrutamento ou na selecao
de pessoas singulares, nomeadamente para colocar anincios de emprego
direcionados, analisar e filtrar candidaturas a ofertas de emprego e avaliar as
pessoas candidatas;

b. Sistemas de |IA concebidos para serem utilizados na tomada de decisées que
afetem os termos das relacées de trabalho, a promocéo ou a cessacao das
relagdes contratuais de trabalho, na atribuicao de tarefas com base em com-
portamentos individuais, tracos ou caracteristicas pessoais, ou no controlo
e avaliacdo do desempenho e da conduta de pessoas que sao partes nessas
relagoes.

Neste exemplo, um sistema de IA é considerado de risco elevado no dominio
«Emprego, gestao de trabalhadoras e trabalhadores e acesso ao emprego por conta
prépria» para dois casos de utilizacdo nas alineas a) e b).

Adicionar ou modificar casos de utilizacao de risco elevado

Num ato delegado, a Comissdo pode modificar qualquer um dos casos de utilizacdo
referidos nas alineas a) e b), ou adicionar novos casos de utilizacdo, acrescentando
as alineas c), d), etc. aos sistemas de IA que representam «um risco de danos para
a saude e a seguranca ou de repercussdes negativas nos direitos fundamentais, e
esse risco é equivalente ou superior ao risco de danos ou repercussdes negativas
representado pelos sistemas de IA de risco elevado ja referidos no anexo IlI».'*’
Porém, a Comissdo nao pode adicionar um novo dominio além dos oito dominios
enumerados como sistemas de |A de risco elevado no anexo lll.

Suprimir casos de utilizacao de risco elevado

Num ato delegado, se a Comissao considerar que a utilizacdo de sistemas de IA no
dominio do «<Emprego, gestao de trabalhadoras e trabalhadores e acesso ao emprego
por conta propria» ja ndo apresenta riscos significativos nem diminui a protecdo dos
direitos fundamentais, da saide ou da seguranca,'*® os sistemas de IA utilizados neste
dominio e todos os casos de utilizacdo podem ser retirados do anexo lll.

Para adicionar ou modificar casos de utilizagcao e suprimir sistemas de IA de risco
elevado do anexo lll, a Comissdao necessita de considerar varios critérios. Estes
incluem'™?®

» «[a] natureza e a quantidade [..] [de] categorias especiais de dados pessoais
[tratadas]»;

156 Regulamento sobre a |A, anexo lll, n.° 4.

157 Regulamento sobre a IA, artigo 7.°, n.° 1, alinea b).

158 Regulamento sobre a IA, artigo 7.2, n.° 3, alineas a) e b).
159 Regulamento sobre a IA, artigo 7.2, n.° 2.
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» «a possibilidade de um ser humano anular decisdes ou recomendacdes [de
um sistema de IA] que possam causar danos;

» provas atuais ou «preocupacoes significativas quanto a probabilidade» de um
sistema de IA ter tido uma repercussao negativa nos direitos fundamentais,
demonstradas «por relatérios ou alegacdes documentadas apresentados as
autoridades nacionais competentes, ou por outros relatorios»;

> repercussao negativa potencial sobre os direitos fundamentais, <nomeada-
mente em termos de intensidade e de capacidade para afetar varias pessoas,
ou para afetar de forma desproporcionada um determinado grupo de pessoas;

» grau de dependéncia: <A medida em que as pessoas que sofreram potenciais
danos ou repercussdes negativas dependem dos resultados produzidos por
um sistema de |A» e que devido a falta de viabilidade pratica ou a razées legais
«nao lhes [é] razoavelmente possivel autoexcluirfem]-se desse resultado»;

» whether existing Union law (not national law) provides “effective measures
of redress in relation to the risks posed by an Al system, with the exclusion
of claims for damages” and “effective measures to prevent or substantially
minimise those risks.”

» desequilibrio de poder: «as pessoas que sofreram potenciais danos ou reper-
cussdes negativas se encontram numa posicao vulneravel em relacao [a
entidade] responsdvel pela implantacdo de um sistema de IA, em particular
por motivos relacionados com o estatuto, a autoridade, o conhecimento, as
circunstancias econoémicas ou sociais, ou a idade»;

» corrigibilidade ou reversibilidade de um resultado produzido por um sistema
de IA, em que «os resultados com uma repercussao negativa na saude, na
seguranca ou nos direitos fundamentais ndo podem ser considerados como
facilmente corrigiveis ou reversiveis»; e

» sealegislacdo da Unido em vigor (e ndo a legislagao nacional) prevé «<medidas
de reparacéo eficazes em relagdo aos riscos representados por um sistema
de IA, com exclusao de pedidos de indemnizacdo» e «<medidas eficazes para
prevenir ou minimizar substancialmente esses riscos».

Estes critérios mostram claramente que os direitos fundamentais, incluindo o direito
a ndo discriminacao, estdo no cerne de qualquer alteracao ao anexo lll.

3.2.2. Papel dos organismos para a igualdade e outras ENDH
no que diz respeito a alteracao da lista de casos de utilizacao
de risco elevado

» Documentar e publicar relatérios que destaquem as repercussdes negativas
dos sistemas de IA nos direitos fundamentais. Nestes relatorios, deve ser
feita a distincao entre

1. sistemas de IA ja considerados de risco elevado no anexo Ill,

2. casos de utilizacdo ainda nao enumerados no anexo lll, incluindo os que
estdo excluidos nos termos do n.° 3 do artigo 6.°.
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As provas relativas ao ponto 1) salientam a importancia de conservar os
dominios dos sistemas de |A de risco elevado do anexo lll e de ndo os elimi-
nar. As provas relativas ao ponto 2) salientam a necessidade de modificar
ou adicionar casos de utilizacdo no anexo lll. No que diz respeito ao ponto
2), 0s organismos para a igualdade devem dar prioridade aos sistemas de
IA cuja implantagao ocorra em casos de utilizacdo em que existe um dese-
quilibrio de poder entre as entidades responsaveis pela implantacao, como
as autoridades publicas, e as pessoas afetadas, em que as pessoas nao tém
a opcdo de ndo os utilizar (por exemplo, o sistema de gestdao da migracao
ou de seguranca social de um pais) e em que o resultado das decisdes que
prejudicam os direitos fundamentais ndo pode ser facilmente revertido.
Esses relatérios podem basear-se em provas recolhidas por organizacoes
da sociedade civil, em particular sobre sistemas que ainda ndo constam do
anexo lll. As organizagées da sociedade civil também podem ser Uteis na
identificacao de areas prioritdrias para investigacao e pesquisa.

» Enviar esses relatérios as autoridades nacionais competentes nos Estados-
Membros, com vista a sensibilizacdo, bem como a Comissao Europeia, para
que sejam tidos em conta quando a Comissao tencionar elaborar e adotar
atos delegados.

» Realizar ou encomendar estudos que destaquem as lacunas da legislacao
da Uniao no sentido de «prevenir ou minimizar substancialmente»'®® os
riscos de discriminacao decorrentes da utilizacao de sistemas de IA e para
proporcionar mecanismos de recurso eficazes as pessoas afetadas em
relacdo aos riscos colocados por um sistema de IA, que é um dos critérios
que a Comissao deve ter em conta. Os estudos podem ser realizados em
colaboracéo entre diferentes organismos para a igualdade, através de uma
eventual coordenacao pela Rede Europeia de Organismos para a Ilgualdade
(Equinet).

3.3. Requisitos do sistema de gestao deriscos

3.3.1. Contexto e relevancia

O Regulamento sobre a IA, no artigo 9.2, exige que as entidades prestadoras de
sistemas de IA de risco elevado estabelecam, implementem, documentem e
mantenham um sistema de gestao de riscos «ao longo de todo o ciclo de vida de
um sistema de IA de risco elevado, que requer revisdes e atualizacdes sistematicas
regulares».'®' Tal deve incluir

» «Aidentificacdo e andlise dos riscos conhecidos e razoavelmente previsiveis»'®
para os direitos fundamentais, particularmente as «repercussoes negativas sobre

160 Regulamento sobre a IA, artigo 7.9, n.° 2, alinea k), subalinea ii).
161 Regulamento sobre a IA, artigo 9., n.° 1.
162 Regulamento sobre a IA, artigo 9.2, n.° 2, alinea a).
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pessoas com menos de 18 anos e, se for o caso, outros grupos vulneraveis»,'®
incluindo a avaliagdo dos riscos que surjam posteriormente a implantagao.'s

» «Aadocdo de medidas adequadas e especificas de gestao de riscos concebidas
para fazer face aos riscos identificados» ' devem ser de molde a fazer com que
«orisco residual global dos sistemas de |A derisco elevado, sejam considerados
aceitaveis».'® Estas medidas incluem

« «[e]liminacdo ou reducéo dos riscos identificados e avaliados nos termos do
n.° 2, tanto quanto tecnicamente viavel através da concecao e do desenvolvi-
mento adequados do sistema de IA de risco elevado»,'®’

» «adocao de medidas de atenuacéo e controlo adequadas para fazer face aos
riscos que nao possam ser eliminados»,'®®

« transparéncia e informacao para as entidades responsaveis pelaimplantacdo.'®®

Eimportante salientar que o artigo 9.° faz referéncia apenas aos riscos «que possam
ser razoavelmente atenuados ou eliminados aquando do desenvolvimento ou da
concecdo do sistema de |A de risco elevado ou por meio da prestacao de informa-
¢oes técnicas adequadas».'”® Contudo, o n.° 1 do artigo 52.° da Carta dos Direitos
Fundamentais da Unido Europeia estabelece que «[g]ualquer restricao ao exercicio
dos direitos e liberdades reconhecidos pela presente Carta deve ser prevista por lei e
respeitar o contetido essencial desses direitos e liberdades» e que «[n]a observancia
do principio da proporcionalidade, essas restricdes sé podem ser introduzidas se
forem necessarias e corresponderem efetivamente a objetivos de interesse geral
reconhecidos pela Unido, ou a necessidade de protecao dos direitos e liberdades de
[pessoas terceiras]». Conclui-se que é possivel que os danos causados pela discrimi-
nacdo possam nao ser incluidos justificadamente nos sistemas de gestdo de riscos
nos termos do artigo 9.°, se ndo puderem ser atenuados ou eliminados por meios
técnicos, sendo que, em todo o caso, os riscos nao atenuados e persistentes devem
ser incluidos na documentacao técnica nos termos do artigo 11.° do Regulamento
sobre a |A."" Isto é especialmente verdadeiro porque o risco residual de discrimi-
nacao pode ndo ser aceitavel.

Relacao com outros quadros juridicos

O artigo 16.° da Convencao-Quadro do Conselho da Europa prevé igualmente a
adogdo e manutencao de um quadro de gestao dos riscos e dos impactos. Para esse
fim, o Conselho da Europa desenvolveu a metodologia de avaliacdo dos riscos e do
impacto dos sistemas de IA nos direitos humanos, na democracia e no Estado de
direito (HUDERIA) «[para] garantir uma abordagem uniforme para a identificacao,
andlise e avaliacdo de risco e de impacto dos [sistemas de IA] em relacao ao gozo

163 Regulamento sobre a IA, artigo 9., n.c 9.

164 Regulamento sobre a IA, artigo 9.2, n.° 2, alinea ¢).

165 Regulamento sobre a IA, artigo 9.°, n.° 2, alinea d).

166 Regulamento sobre a IA, artigo 9.2, n.° 5, primeiro paragrafo.

167 Regulamento sobre a IA, artigo 9.2, n.° 5, alinea a).

168 Regulamento sobre a IA, artigo 9.°, n.° 5, alinea b).

169 Regulamento sobre a IA, artigo 9.2, n.° 5, alinea ¢).

170 Regulamento sobre a IA, artigo 9.2, n.° 3.

171 Regulamento sobre a IA, artigo 11.° e anexo IV, paragrafos 2, alinea g), e 3.
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dos direitos humanos, ao funcionamento da democracia e ao respeito pelo Estado
de direito»."”? Propoe uma «abordagem gradual e diferenciada das medidas de
identificacao, avaliacao, prevencao e atenuacao de riscos e de impactos, que tenha
em conta a gravidade e a probabilidade da ocorréncia de repercussdes negativas
nos direitos humanos, na democracia e no Estado de direito, bem como fatores
contextuais relevantes», através de uma analise dos riscos baseada no contexto,
um processo de envolvimento das partes interessadas, uma avaliacdo dos riscos e
impactos e um plano de atenuacao; e exige uma revisao continua. Todavia, ndo se
trata de um instrumento juridicamente vinculativo nem de uma fonte de orientacao
interpretativa em relagcdo a Convengao-Quadro, e a observancia da HUDERIA néo é
obrigatdria para satisfazer as obrigacdes da Convencao.

3.3.2. Papel dos organismos para a igualdade e outras ENDH
no que diz respeito aos requisitos dos sistemas de gestao de
riscos

» Colaborar com juristas académicos para esclarecer se os danos causados
pela discriminacao se enquadram no ambito do artigo 9.°, tendo em conta
as referéncias ao risco residual aceitavel e aos riscos que podem ser supridos
através de meios técnicos. Na auséncia de uma interpretacdo juridicamente
vinculativa do TJUE, esta é uma colaboracédo que se afigura util.

» Elaborar orientacdes provisoérias sobre a necessidade de incluir o risco de
discriminacao na avaliacao de riscos prevista no artigo 9.°. Essas orientacoes
podem incluir a exigéncia de explicar a identificacdo do risco, a avaliacdo do
risco e a adocao de medidas adequadas de gestdo de riscos.

> As orientagcdes provisorias devem esclarecer que, mesmo que os riscos de
discriminacao identificados no sistema de IA de risco elevado ndo possam
ser atenuados, devem ser incluidos na documentacao técnica.

3.4. Requisitos de governacao de dados

3.4.1. Contexto e relevancia

Os dados sao uma componente integral do desenvolvimento de sistemas de IA.
O artigo 10.° estabelece obrigagdes em matéria de governacao de dados para as
entidades prestadoras de sistemas de IA de risco elevado. As entidades prestadoras
podem conceber a sua prépria abordagem, incluindo a implementagao técnica,
para cumprir estas obrigacées. Independentemente da abordagem adotada, o

172 Comité sobre Inteligéncia Artificial do Conselho da Europa (2022), Outline of Huderia risk and impact
assessment methodology, Estrasburgo, disponivel em https://rm.coe.int/cai-bu-2022-03-outline-of-
huderia-risk-and-impact-assessment-methodolo/1680a81e14, consultado em 10 de novembro
de 2025; e Comité sobre Inteligéncia Artificial do Conselho da Europa (2024), «<Methodology for
the risk and impact assessment of artificial intelligence systems from the point of view of human
rights, democracy and the rule of law (Huderia methodology)», Conselho da Europa, Estrasburgo,
disponivel em https://rm.coe.int/cai-2024-16rev2-methodology-for-the-risk-and-impact-assessment-
of-arti/1680b2a09f, consultado em 10 de novembro de 2025.
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cumprimento destas obrigacdes é necessario, mas ndo suficiente para limitar o risco
de discriminacao devido aos sistemas de IA. Isto porque os dados sdo apenas uma
das fontes de enviesamento e discriminacdo nos sistemas de IA. Os sistemas de IA
podem ser discriminatoérios devido aos algoritmos, bem como as suas avaliagdes.'”

As entidades prestadoras de sistemas de IA de risco elevado sdo obrigadas a
examinar e tomar «<medidas adequadas para detetar, prevenir e atenuar eventuais
enviesamentos»'’* nos conjuntos de dados'” que possam «ter repercussdes negativas
nos direitos fundamentais ou de resultar em discriminacdes proibidas pelo direito
da Unido»."”¢ Para cumprir esta obrigacdo, é essencial que as entidades prestadoras

» facam «escolhas de concecéo pertinentes»;'””

» recolham e utilizem dados de elevada qualidade com base em pressupostos
bem formulados;'”®

» se certifiquem de que os conjuntos de dados sdo «suficientemente
representativos»'’? para as «pessoas ou grupos de pessoas em relacao as quais
se destina a utilizacdo do sistema de IA de risco elevado»,'® que possuem «as
caracteristicas ou os elementos que sdo idiossincraticos do enquadramento
geografico, contextual, comportamental ou funcional especifico»;'' e

» realizem as «operac¢des de tratamento necessarias para a preparacao dos dados,
tais como anotacao, rotulagem, limpeza, atualizagcdo»,'® etc.

E importante enfatizar que a anotacéo e a rotulagem, que sao essenciais para
o desempenho de muitos sistemas de IA, sdo muitas vezes externalizadas para
pessoas andnimas que ndo pertencem a populacdo representativa onde o sistema
de IA é implantado.’® Por conseguinte, ndo é incomum que haja rétulos incorretos
nos conjuntos de dados. Em alguns casos, sdo adicionadas ofensas raciais e frases
depreciativas durante o processo de rotulagem.'®* Este problema também pode
ocorrer em sistemas de IA de finalidade geral e quando estes sdo implantados para

173 Shrishak K. (2025), «Bias evaluation, Al-complex algorithms and effective data protection supervision»,
CEPD, disponivel em www.edpb.europa.eu/our-work-tools/our-documents/support-pool-experts-
projects/ai-complex-algorithms-and-effective-data_en, consultado em 10 de novembro de 2025.

174 Regulamento sobre a IA, artigo 10.9, n.° 2, alinea g).

175 O Regulamento sobre a IA, artigo 3.2, n.°s 29 a 33, define conjuntos de dados de treino, validagdo
e teste. Os sistemas de IA podem ser desenvolvidos utilizando estes trés conjuntos de dados ou
apenas um conjunto de dados, dependendo da técnica especifica. Em ambos os casos, com base
no artigo 10.2,n.%s 1 e 6, aplicam-se as obrigagdes do artigo 10.°n.°s 2 a 5.

176 Regulamento sobre a IA, artigo 10.2, n.° 2, alinea f).

177 Regulamento sobre a IA, artigo 10.2, n.° 2, alinea a).

178 Regulamento sobre a IA, artigo 10.°, n.° 2, alinea d).

179 Regulamento sobre a IA, artigo 10.°, n.° 3.

180 Ibidem.

181 Regulamento sobre a IA, artigo 10.°, n.° 4.

182 Regulamento sobre a |A, artigo 10.°, n.° 2, alinea c).

183 C. G. Northcutt et al. (2021), «Pervasive label errors in test sets destabilize machine learning
benchmarks», disponivel em https://labelerrors.com, consultado em 10 de novembro de 2025.

184 Birhane A. e Prabhu V. U. (2021), «Large image datasets: A pyrrhic win for computer vision?» WACV
(Conferéncia de Inverno da IEEE sobre Aplicagdes da Visao Computacional, 2021), 1536-46; Crawford
K. e PaglenT. (2021), «<Excavating Al: The politics of images in machine learning training sets», Al &
SOCIETY 36, 1105-16.
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aplicacoes especificas.'® Consequentemente, a anotacao e a rotulagem podem ser
uma fonte de enviesamento nos dados utilizados no desenvolvimento de sistemas
delA.

Embora a elaboracdo das vérias abordagens técnicas destinadas a «detetar, prevenir
e atenuar eventuais enviesamentos»'® esteja fora do ambito deste trabalho,'® é
importante salientar que

» Os sistemas de IA sdo sociotécnicos, e abordagens puramente técnicas ndo
resolvem totalmente os enviesamentos.'s®

» Retirar varidveis sensiveis dos conjuntos de dados nédo é suficiente, porque
os dados geralmente tém proxies que podem ainda contribuir para o
enviesamento.'®

Artigo 10.°, n.° 5 do Regulamento sobre a IA

O RGPD proibe, de modo geral, o tratamento de categorias especiais de dados
pessoais,’ a menos que seja aplicavel alguma excecdo. O n.° 5 do artigo 10.° do
Regulamento sobre a IA implementa uma excecao ao RGPD, «[s]e o tratamento for
necessario por motivos de interesse publico importante».’®' O interesse substancial
invocado no Regulamento sobre a IA é «assegurar a detecdo e a correcao de
enviesamentos».'??

O n.2 5 do artigo 10.° aplica-se apenas as entidades prestadoras de sistemas de IA,
e nao as entidades responsaveis pela implantacao ou a quaisquer outras entidades
terceiras. Para compreender as implicacoes, considerem-se estes dois cenarios
exemplificativos:

» Uma autoridade publica como prestadora e responsavel pelaimplementacao:
Se uma autoridade publica desenvolver (como prestadora) um sistema de
IA internamente e o implantar para avaliar presta¢des sociais, entdo, como
prestadora, pode invocar o n.° 5 do artigo 10.°.

» Uma autoridade publica apenas como responsavel pela implementacao: Se
uma empresa (prestadora) desenvolver sistemas de IA para serem utilizados
na avaliacdo de prestacdes sociais e a autoridade publica (responsavel pela

185 Mesmo quando ndo é realizada qualquer rotulagem durante o treino inicial de sistemas de IA de
finalidade geral, algumas empresas recorrem a um processo denominado aprendizagem por refor¢o
apartir do feedback humano numa fase posterior do processo de desenvolvimento, o que introduz
enviesamentos no sistema.

186 Regulamento sobre a IA, artigo 10.9, n.° 2, alinea g).

187 Para mais informagdes sobre a avaliagao de enviesamentos, ver Shrishak K. (2025), «Bias evaluation,
Al-complex algorithms and effective data protection supervision», CEPD.

188 Buyl M. e De Bie T. (2024), «Inherent limitations of Al fairness», Communications of the ACM, 67(2),
48-55, disponivel em https://doi.org/10.1145/3624700, consultado em 10 de novembro de 2025;
Schwartz R. et al. (2022). «<Towards a standard for identifying and managing bias in artificial
intelligence» (National Institute of Standards and Technology, Special Publication 1270).

189 DworkC. etal. (2012), «Fairness through awareness», Proceedings of the 3rd Innovations in Theoretical
Computer Science Conference, 214-26; Kamiran F. e CaldersT. (2012), «Data preprocessing techniques
for classification without discrimination», Knowledge and Information Systems, 33(1), 1-33.

190 RGPD, artigo 9.°, n.° 1 e Regulamento (UE) 2018/1725, artigo 10.°, n.° 1.

191 RGPD, artigo 9.°, n.° 2 e Regulamento (UE) 2018/1725, artigo 10.°, n.° 2, alinea g).

192 Regulamento sobre a IA, artigo 10.2, n.° 5, primeiro paragrafo.
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implantacdo) comprar esse sistema de IA e o utilizar, apenas a empresa pode
invocar o n.° 5 do artigo 10.2. O sistema de IA desenvolvido por uma empresa
pode ser utilizado para avaliar prestacdes sociais em varios paises, por diferen-
tes autoridades publicas. Porém, as autoridades publicas, que podem ter um
maior conhecimento geografico e contextual, ndo poderiam recolher e tratar
dados de categorias especiais para detetar e corrigir enviesamentos. Isto sig-
nifica que as autoridades publicas podem ser incentivadas a ndo desenvolver
internamente sistemas de IA de risco elevado, uma vez que isso Ihes atribuiria
uma maior responsabilidade (como prestadoras).

As entidades prestadoras de sistemas de IA s6 podem invocar o n.° 5 do artigo 10.°
para tratar dados de categorias especiais quando tal for estritamente necessario para
a detecao e correcao de enviesamentos e outros dados de categorias nao especiais
forem ineficazes.'® A abordagem das entidades prestadoras deve ser «<enquadrada
com precisao por disposicdes que permitam garantir que se limita efetivamente ao
estritamente necessario».”* Tal pode envolver documentacao que demonstre de que
forma o tratamento de dados especificos de categorias especiais garante a detecéo
e correcao de enviesamentos e previne eficazmente a discriminacao.

Além disso, a entidade prestadora nao pode utilizar esta categoria especial de
dados pessoais para outros fins, deve manter os dados seguros, ndo os partilhar
com entidades terceiras nem permitir o acesso a entidades terceiras e elimina-los
«assim que o enviesamento tenha sido corrigido ou que os dados pessoais atinjam
o fim do respetivo periodo de conservacdo, consoante o que ocorrer primeiro».'?
Isto também significa que esses dados nao serdo acessiveis aos organismos para a
igualdade ou as ENDH, pelo menos com base no n.° 5 do artigo 10.°.

Porém, é importante salientar que as categorias especiais de dados pessoais do
RGPD se sobrepdem apenas a quatro das caracteristicas protegidas pela legislacao
antidiscriminagao: 1) deficiéncia, 2) religiao ou convicgdes, 3) origem racial ou étnica
e 4) orientacgao sexual. As entidades prestadoras e as entidades responsaveis pela
implantacdo nado estao proibidas pelo RGPD de recolher informagdes sobre outras
caracteristicas, como idade e género.

Além disso, as entidades prestadoras ja podem tratar categorias especiais de dados
pessoais se «[a pessoa] titular dos dados tiver dado o seu consentimento explicito».’* O
n.°5do artigo 10.°do Regulamento sobre a |A sé é ttil quando a entidade prestadora
nao consegue obter o consentimento explicito da pessoa titular dos dados.

Relacao com outros quadros juridicos

Ainda que o n.° 5 do artigo 10.° do Regulamento sobre a IA se aplique apenas as
entidades prestadoras, os organismos para a igualdade podem invocar o artigo 21.°
das Diretivas relativas as Normas,'” que permite aos organismos para a igualdade

193 Regulamento sobre a |A, artigo 10.2, n.° 2, alineas a) e f).

194 Acoérdao do Tribunal de Justica de 8 de abril de 2014, Digital Rights Ireland Ltd, C-293/12 e C-594/12,
ECLI:EU:C:2014:238, paragrafo 65.

195 Regulamento sobre a IA, artigo 10.2, n.° 5, alinea e).

196 RGPD, artigo 9.°, n.° 2, alinea a) e Regulamento (UE) 2018/1725, artigo 10.2, n.° 2, alinea a).

197 Diretivas relativas as Normas, artigo 21.° e considerando 48.
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tratar categorias especiais de dados pessoais. Para que os organismos para a igualdade
possam recorrer a esta possibilidade, é essencial que o seu Estado-Membro transponha
a Diretiva relativas as Normas para uma lei nacional que implemente uma excecao a
alinea g), n.° 2 do artigo 9.°do RGPD, desde que essa exce¢ao nao esteja ja garantida
na legislacao nacional em matéria de protecao de dados ou noutra legislacdo. Ainda
que a Diretiva relativas as Normas permita que os organismos para a igualdade tratem
categorias especiais de dados pessoais, nem o Regulamento sobre a IA nem a Diretiva
relativas as Normas permitem explicitamente que esses organismos recolham esses
dados junto das entidades prestadoras de IA.

3.4.2. Papel dos organismos para a igualdade e outras ENDH
no que diz respeito aos requisitos de governacao de dados

» Estar ciente das limitagdes das abordagens técnicas para detecdo e correcao
de enviesamentos ao avaliar o risco de discriminacédo pelos sistemas de IA
de risco elevado. A conformidade com o Regulamento sobre a IA, nomeada-
mente com o artigo 10.°, pode ndo ser suficiente para fazer face ao risco de
discriminacdo pelos sistemas de IA de risco elevado. Nesses cendrios, quando
0s organismos para a igualdade sdo consultados por uma AFM no exercicio
dos seus poderes previstos no n.° 1 do artigo 82.°, os Ol podem solicitar a
AFM que obrigue as empresas a tomar «todas as medidas adequadas para
assegurar que, quando for colocado no mercado ou colocado em servico,
o sistema de IA em causa ja ndo apresenta esse risco».198

» Garantir a transposicao para o direito nacional do artigo 21.° das Diretivas
relativas as Normas da UE, que permite aos organismos para a igualdade
tratar categorias especiais de dados pessoais, caso tal ainda ndo seja per-
mitido por outra legislacao nacional.

3.5. Avaliacao de impacto sobre os
direitos fundamentais (AIDF)

3.5.1. Contexto e relevancia

Os organismos para a igualdade e as ENDH devem considerar a AIDF como o
ponto de partida para a avaliagao dos sistemas de IA implantados por ou em nome
das administraces publicas. A AIDF deve incluir uma série de informagdes que
destaquem potenciais lacunas e lesdes de direitos, incluindo no que diz respeito
ao direito a nao discriminagdo. A AIDF deve ser realizada pela entidade responsavel
pela implantacao, e ndo pela entidade prestadora, de um sistema de IA de risco
elevado, pois presume-se que a entidade responsavel pela implantacao dispde de
informacodes contextuais relevantes para esta avaliagao.

A AIDF deve incluir informagdes sobre como a entidade responsavel pelaimplantacdo
utilizara o sistema de IA de risco elevado conforme pretendido pela entidade
prestadora, durante quanto tempo e com que frequéncia o sistema de IA sera

198 Regulamento sobre a IA, artigo 82.,n.° 1.
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utilizado e de que modo as medidas de supervisdao humana foram implementadas.’
Idealmente, isso exigiria que a entidade responsavel pelaimplantacdo explicasse em
termos compreensiveis como o sistema de IA funciona, com base na documentacao
recebida da entidade prestadora, e que estabelecesse uma ligagdo com o sistema
de IA de risco elevado registado na base de dados da UE. As autoridades publicas
nao devem utilizar sistemas de IA de risco elevado que as entidades prestadoras
nao tenham registado na base de dados da UE.2®

Além disso, a AIDF deve descrever®'
> «[a]s categorias de pessoas singulares e grupos suscetiveis de serem afetados;

» «[0o]s riscos especificos de danos» aos seus direitos fundamentais, incluindo o
direito a nao discriminacao, tendo em conta as informacodes fornecidas pela
entidade prestadora;

» as medidas «incluindo as disposicdes relativas a governacao interna e aos
mecanismos de apresentacdo de queixas» que a entidade responsavel pela
implantacdo tenciona tomar caso esses riscos se materializem.

Quando sao tratados dados pessoais, a AIDF complementa as avaliacdes de impacto
sobre a protecao de dados (AIPD), realizadas ao abrigo da legislacdo da UE em matéria
de protecao de dados.?? Espera-se que as entidades responsaveis pelaimplantacao
articulem a AIDF com a AIPD.

O considerando 96 do Regulamento sobre a IA estabelece que «[as entidades]
responsdveis pela implantacdo de sistemas de IA de risco elevado, em especial
quando os sistemas de |A sao utilizados no setor publico, poderdo implicar as partes
interessadas pertinentes, incluindo [as e] os representantes de grupos de pessoas
suscetiveis de serem afetadas pelo sistema de IA, [peritas e] peritos independentes
e organizag¢des da sociedade civil, na realizagcao dessas avaliacdes de impacto e na
concecao de medidas a tomar em caso de concretizacao dos riscos» (itdlico nosso).

Relacao com outros quadros juridicos

A legislacdo em matéria de protecao de dados prevé a realizacdo de avaliacbes do
impacto dos sistemas de IA. A legislacdo da UE em matéria de protecao de dados
prevé as AIPD.?®* A Convencao Modernizada do Conselho da Europa para a Protecdo
das Pessoas relativamente ao Tratamento Automatizado de Dados de Carater Pessoal
(a Convencao 108+) prevé a obrigacao geral de examinar o impacto provavel do
tratamento de dados nos direitos e liberdades fundamentais das pessoas antes da
sua utilizagao.®*

199 Regulamento sobre a IA, artigo 27.°, n.° 1, alineas a) e e).

200 Regulamento sobre a IA, artigo 26.°, n.° 8. Isto aplica-se igualmente as instituicdes, 6rgaos e
organismos da Uniao Europeia.

201 Regulamento sobre a IA, artigo 27.2,n.° 1, alineas c), d) e f).

202 Regulamento sobrealA, artigo 27.°,n.°4.Ver também RGPD, artigo 35.° e DAL, artigo 27.°. O Artigo
35.2 do RGPD estabelece que a AIPD deve ser realizada quando o tratamento de dados pessoais
for « suscetivel de implicar um elevado risco para os direitos e liberdades das pessoas singulares»,
em particular quando envolver «tratamento automatizado, incluindo a definicao de perfis».

203 RGPD, artigo 35.° e DAL, artigo 27.°.

204 Conselho da Europa, Convencdo Modernizada para a Protecdo das Pessoas relativamente ao
Tratamento Automatizado de Dados de Carater Pessoal, artigo 10.2, n.° 2.

3. Sistemas de IAde risco elevado » Pagina 57



As disposicoes sobre avaliacdes de impacto dos direitos fundamentais no Regulamento
sobre a IA podem ser associadas as obrigacdes de avaliacdo de risco estabelecidas na
Convencgao-Quadro do Conselho da Europa e na metodologia HUDERIA. A Convencao-
Quadro do Conselho da Europa exige que as partes «xadotem ou mantenham
medidas de identificacao, avaliacao, prevencédo e atenuacao dos riscos colocados
pelos sistemas de inteligéncia artificial, ponderando os impactos reais e potenciais
nos direitos humanos, na democracia e no Estado de direito».2*> A alinea f) do n.c 2
do artigo 16.° da Convencao exige que «os riscos, os impactos reais e potenciais e a
abordagem de gestao de riscos» sejam documentados. Além disso, essas medidas
de avaliacao de riscos devem «reputar, se for caso disso, as perspetivas das partes
interessadas, em especial das pessoas cujos direitos possam ser afetados»?% e devem
«ser aplicadas iterativamente a todas as atividades realizadas ao longo do ciclo de
vida do sistema de inteligéncia artificial».2%’

Limita¢oes das AIDF

Ambito limitado: Nao obstante o potencial da AIDF ser importante, a obrigacao de
realizar a AIDF antes da implantacao aplica-se apenas a um subconjunto de entidades
responsaveis pela implantacao de sistemas de IA de risco elevado:

1. Emtodos os sistemas de IA de risco elevado, exceto no dominio das infraestrutu-
ras criticas,?®® a obrigacao aplica-se as entidades responsaveis pela implantacao
que sao

« organismos de direito publico, ou
« entidades privadas que prestam servicos publicos.?*®

2. Para sistemas de IA de risco elevado em dois casos de utilizagao avaliacdo da
capacidade de solvabilidade ou estabelecimento da classificacdo de crédito de
pessoas singulares?'® e avaliacdo de risco e fixacao de precos de seguros de vida
e de saude?'", esta obrigacao aplica-se a todas as entidades responsaveis pela
implantagao.

Na prética, isto significa que os sistemas utilizados no setor do emprego por entidades
privadas (que, neste caso, seriam as entidades responsaveis pelaimplantacdo) estao
isentos da obrigacao de AIDF.

Além disso, a entidade responsavel pela implantacdo nao pode realizar a AIDF porque
a entidade prestadora optou por néao ser considerada de risco elevado. Verifica-se
ainda a possibilidade de que «[a entidade] responsavel pela implantagao pode, em
casos semelhantes, basear-se em avaliacées de impacto sobre os direitos funda-
mentais efetuadas anteriormente ou em avaliagdes de impacto existentes realizadas

205 Convenc¢édo-Quadro do Conselho da Europa, artigo 16.2,n.2 1.

206 Convenc¢ao-Quadro do Conselho da Europa, artigo 16.2, n.° 2, alinea c).
207 Convengao-Quadro do Conselho da Europa, artigo 16.2, n.° 2, alinea d).
208 Regulamento sobre a IA, anexo I, n.o 2.

209 Regulamento sobre a IA, artigo 27.°, n.° 1, primeiro paragrafo.

210 Regulamento sobre a IA, anexo lll, n.2 5, alinea b).

211 Regulamento sobre a IA, anexo lll, n.2 5, alinea c).
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pella entidade] prestador[al».?'? Contudo, isto ndo deve ser interpretado como uma
isencdo das entidades responsdaveis pela implementacao da sua obrigagao de realizar
a AIDF: significa apenas que estas podem basear-se na AIDF realizada anteriormente,
ao invés de comecarem do zero.

Falta de informacao publica

As autoridades publicas ou pessoas que atuem em seu nome e que utilizem sistemas
de IA de risco elevado devem «registar-se, selecionar o sistema e registar a sua
utilizacao na base de dados da UE»,?" incluindo um resumo das conclusdes das AIDF.2™

Todavia «<nos dominios da aplicacao da lei, da migracdo, do asilo e da gestdo do
controlo das fronteiras»:?'>

» A base de dados da UE ndo serd publica, sendo o acesso limitado a Comissao
Europeia e as autoridades de protecdo de dados.?'

» As conclusdes das AIDF nao serdo incluidas na base de dados da UE.?"”

Além disso, embora todas as entidades responsdveis pela implantagao nos casos
de utilizagao de avaliagdo da solvabilidade ou estabelecimento de classificacdo de
crédito de pessoas singulares?'® e de avaliacao de riscos e determinacdo de precos
de seguros de vida e de saude?'® tenham a obrigacao de realizar uma avaliacao
de impacto sobre os direitos fundamentais (ver abaixo), apenas «[as entidades]
responsaveis pela implantacao que sejam autoridades publicas, institui¢cdes, 6rgaos
ou organismos da Unido ou pessoas que atuem em seu nome»??° tém a obrigacao
de registar a utilizacdo de um sistema de IA na base de dados. Por conseguinte, as
empresas privadas que implementam sistemas de IA nestes casos de utilizacao
nao precisam de se registar. Consequentemente, o resumo das suas AIDF nao serd
disponibilizado.

Falta de eficacia na avaliacao dos riscos
para a nao discriminacgao

Embora as entidades responsaveis pela implantacdo devam comunicar os resultados
das AIDF a AFM, a avaliacdo em si corre o risco de se tornar num mero exercicio
de preenchimento de formularios, sem uma avaliacdo de impacto significativa,
pois a entidade responsavel pela implantacao poderia preencher um «modelo de

212 Regulamento sobre a IA, artigo 27.2, n.° 2. A entidade prestadora também pode ser a entidade
responsavel pelaimplantacao do sistema de IA que desenvolveu. Neste caso, a entidade prestadora
podera ter efetuado uma AIDF.

213 Regulamento sobre a IA, artigo 49.2, n.° 3.

214 Anexo VI, seccao C, n.0 4.

215 Regulamento sobre a IA, artigo 49.2, n.° 4, primeiro paragrafo.

216 On.8doartigo 74.°c do Regulamento sobre a IA estabelece que a autoridade nacional deve ser a
autoridade competente ao abrigo do RGPD ou da DAL, ou «qualquer outra autoridade designada
nas mesmas condicdes estabelecidas nos artigos 41.° a 44.°» da DAL.

217 Regulamento sobre a IA, artigo 49.2, n.° 4, alinea c).

218 Regulamento sobre a IA, anexo I, n.2 5, alinea b).

219 Regulamento sobre a IA, anexo lll, n.2 5, alinea c).

220 Regulamento sobre a IA, artigo 49.2, n.° 3.
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questionario» a ser desenvolvido pelo Servico para a IA.2' Um dos riscos existentes
reside no facto de as AIDF poderem nao fornecer informacdes suficientemente
exatas para avaliar aforma como a discriminacéo foi evitada e/ou atenuada, quais os
motivos de discriminacdo testados e o modo como os grupos legalmente protegidos
foram definidos durante os procedimentos de avaliacdo de risco.

3.5.2. Papel dos organismos para a igualdade e das ENDH no
que respeita aos requisitos das avaliacoes de impacto sobre
os direitos fundamentais (AIDF)

» Utilizar os resumos das AIDF na base de dados da UE como ponto de partida
para investigar os sistemas de |A. Os Ol devem mapear a utilizacdo de sistemas
de IA de risco elevado utilizando a base de dados da UE e avaliar o resumo
das AIDF. Em seguida, os Ol podem solicitar acesso aos resultados das AIDF
junto da AFM. Com base nestas informacoes, os Ol podem proceder a uma
avaliacdo inicial no que respeita a violagdes da legislacdo em matéria de nao
discriminacao e determinar se deve ser realizada uma investigacdo completa,
0 que exigiria uma avaliacdo pds-implantacao (que a AIDF nao oferece).

» Contribuir para o modelo do questionario de AIDF. O Servico para a IA deve
desenvolver um modelo de questionario de AIDF. E fundamental que este
modelo inclua perguntas adequadas e especificas sobre diversas vertentes
da igualdade e da ndo discriminagao, a fim de garantir que as informacoes
apresentadas e a andlise proporcionem uma avaliacao e salvaguardas
adequadas, em vez de se tornar um mero exercicio de preenchimento de
formularios. Ndo existe um prazo para o Servico para a IA produzir o mod-
elo. Os organismos para a igualdade e as ENDH podem contribuir de forma
proativa para essa implementacdo através da elaboracao de orientagdes
especificas. Estas podem ser desenvolvidas com base na metodologia
HUDERIA, criada pelo Conselho da Europa.

» Desenvolver orientacdes sobre:
< 0 conteudo essencial dos resumos das AIDF; e

» quem deve realizar as AIDF. Os organismos para a igualdade e as ENDH
devem salientar a importancia e a necessidade de conhecimentos em
matéria de direitos fundamentais nas organizacdes que realizam avaliagdes
de impacto sobre os direitos fundamentais.

» Publicar estudos de caso para destacar «os riscos especificos de danos»
decorrentes da discriminacao, a ter em conta na AIDF. Estes estudos devem
centrar-se em exemplos especificos que abordem questdes relacionadas
com a gravidade e a magnitude dos danos. Tal estudo pode ser realizado
em colaboracao com uma autoridade publica disposta a cooperar.

221 Regulamento sobre a IA, artigo 27.,n°s 3 e 5.
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3.6. Base de dados da UE relativa a sistemas de
IA de risco elevado enumerados no anexo il

3.6.1. Contexto e significado

O n.° 1 do artigo 71.° do Regulamento sobre a IA exige que a Comissao, «kem
colaboracao com os Estados-Membros, crile] e mant[enha] uma base de dados da UE
que contenha as informacdes». Esta base de dados deve incluir informacodes sobre:

1. Os sistemas de IA de risco elevado enumerados no anexo llI;

2. Os sistemas de |A que tenham sido autoavaliados pelas entidades prestadoras
como nao sendo de risco elevado, nos termos do n.° 3 do artigo 6.°.

As informacdes contidas na base de dados devem ser «facilmente navegaveis e
legiveis por maquina», bem como, no que respeita a seccdo publica da base de
dados, «acessiveis e disponibilizadas ao publico de forma facilmente utilizavel».??
Umainterpretacao lata de acessibilidade implicaria que a informacao nao sé deve ser
acessivel a leitoras e leitores com deficiéncia, como também deve ser significativa,
compreensivel e inteligivel para os diferentes publicos, nos termos do considerando
72 (que aborda os requisitos aplicaveis as instrucoes de utilizacao elaboradas pelas
entidades prestadoras de A para as entidades responsaveis pelaimplantacao de 1A).22

Uma oportunidade de transparéncia

As obrigacdes de registo e a base de dados da UE sobre sistemas de IA de risco
elevado serdo particularmente Uteis para os organismos para a igualdade e as ENDH
obterem uma visao geral dos sistemas de IA utilizados pelos organismos publicos,
o que atualmente néo existe (Xenidis, 2025). Muitas partes interessadas concordam
que tais bases de dados sdo um passo necessario, embora insuficiente, para garantir
o respeito dos direitos fundamentais pelos sistemas de IA, especialmente o direito
a nao discriminagao.?

A base de dados da UE servird de apoio aos organismos para a igualdade e as ENDH
na monitorizacdo da colocag¢do no mercado ou entrada em servico de sistemas de
IA, as organiza¢des da sociedade civil e as/aos jornalistas que trabalham nestas

222 Regulamento sobre a lA, artigo 71.2, n.2 4.

223 AEquinet 2025 salienta que o considerando se refere aos requisitos de transparéncia das entidades
prestadoras de |IA para com as entidades responséveis pela implantacao de IA (artigo 13.° do
Regulamento sobre a |A) e «por conseguinte, a definicao pode nao ser aplicavel neste contexto». No
entanto, sublinha que é «a Unica explicagdo do significado de “acessivel”ao nivel da documentagao
no Regulamento sobre a [A».

224 |A Ciudadana (2025), «<Making algorithm registers work for meaningful transparency», disponivel em
https://iaciudadana.org/2025/03/13/making-algorithm-registers-work-for-meaningful-transparency/;
Ada Lovelace Institute (2020), <Meaningful transparency and (in)visible algorithms: Can transparency
bring accountability to public-sector algorithmic decision-making (ADM) systems?», disponivel em
www.adalovelaceinstitute.org/blog/meaningful-transparency-and-invisible-algorithms/; e C. Cath
e F. Jansen (2022), «<Dutch comfort: the limits of Al governance through municipal registers», Techné
Research in Philosophy and Technology, 26(3), pp. 395-412, disponivel em https://doi.org/10.5840/
techne202323172, consultados em 10 de novembro de 2025.
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questdes, bem como as pessoas potencialmente afetadas no estabelecimento de
ligagdes entre a sua situacdo e a potencial utilizacdo de sistemas de 1A%

Tipos de sistemas a registar

Existem quatro casos nos quais os sistemas de IA devem ser registados na base de

dados da UE:

Entidade sujeita a
obrigacao de registo

Visao geral das informacées a serem registadas**

1. Pelas entidades prestado-
ras de sistemas de lA derisco
elevado (ou, quando aplica-
vel, por representante autori-
zada/o) relativos aos dominios
enumerados no anexo lll, com
excecao dos sistemas delA de
risco elevado referidos no n.°
2 do anexo lll («<infraestruturas
criticas»), que serao regista-
dos a nivel nacional,?” antes
da colocagao do sistema no
mercado ou da sua entrada
em servico.?®

Nome, endereco e dados de contacto da entidade
prestadora;

Finalidade do sistema e dos seus componentes;
Informacoes técnicas basicas e concisas;

Estado do sistema (por exemplo, se o sistema esta
a ser utilizado ou se foi descontinuado);

As instrucdes de utilizacdo em formato eletrénico
fornecidas pelas entidades prestadoras as enti-
dades responsaveis pela implantacdo, em con-
formidade com o n.° 2 do artigo 13.° (incluindo
as «caracteristicas, capacidades e limitacdes do
sistema, tais como o seu nivel de exatidao» e as
medidas de supervisao humana®).

2. Pelas entidades presta-
doras de sistemas de IA (ou,
quando aplicavel, por repre-
sentante autorizada/o) quando
estas tenham concluido que
tais sistemas nao apresentam
um risco elevado, apesar de
se enquadrarem nos dominios
enumerados no anexo Il (nos
termos do n.° 3 do artigo 6.9),
antes da colocacao do sistema
no mercado ou da sua entrada
em servico.?0

Informacdes semelhantes as dos sistemas de IA de
risco elevado, com requisitos reduzidos. A titulo de
exemplo, as «instrucdes de utilizacdo em formato
eletrénico» ndo devem ser registadas.

As informagoes também incluem uma breve sin-
tese dos motivos com base nos quais o sistema
de IA é considerado como ndo sendo de risco
elevado na aplicagao do procedimento previsto
no n.° 3 do artigo 6.5

225 |A Ciudadana (2025), «<Making algorithm registers work for meaningful transparency», disponivel em
https://iaciudadana.org/2025/03/13/making-algorithm-registers-work-for-meaningful-transparency/.

226 Regulamento sobre a IA, anexos VIl e IX, que incluem uma lista abrangente.

227 Regulamento sobre a IA, artigo 49.°, n.° 5.

228 Regulamento sobre a IA, artigo 49.2,n.° 1.

229 Regulamento sobre a IA, artigo 13.,n.° 2.

230 Regulamento sobre a IA, artigo 49.°, n.° 2.
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3. Pelas entidades respon-
saveis pela implantacao de
sistemas de IA de risco ele-
vado subsumiveis aos domi-
nios enumerados no anexo llI
(com excecdo dos sistemas de
IA de risco elevado no domi-
nio das infraestruturas criti-
cas) que sejam «autoridades
publicas, institui¢des, 6rgaos
ou organismos da Unido ou
pessoas que atuem em seu
nome», antes da colocacao
do sistema em servico ou da
sua utilizacao.?

Nome, endereco e dados de contacto da entidade
responsavel pela implantacao;

O URL da entrada do sistema de IA na base de
dados da UE pela entidade prestadora;

Uma sintese das conclusdes da Avaliacao do
Impacto sobre os Direitos Fundamentais que deve
ser realizada nos termos do artigo 27.9;

Um resumo da AIPD realizada nos termos da
regulamentacdo pertinente em matéria de pro-
tecdo de dados.

4, Pelas entidades presta-
doras de sistemas de IA de
risco elevado referidos no
anexo lll que realizam testes
em condicdes reais fora dos
ambientes de testagem da
regulamentacao da IA.%?

Nome e contactos da entidade prestadora ou
potencial entidade prestadora e das entidades
responsaveis pela implantacdo envolvidas na
testagem em condicdes reais;

Uma breve descricao do sistema de IA, da sua
finalidade prevista e outras informagdes neces-
sarias para a identificacdo do sistema;

Um resumo das principais caracteristicas do plano
de testagem em condigdes reais;

Informacoes sobre a suspensao ou cessacdo da
testagem em condicdes reais.

As entidades responsdveis pela implantacao de sistemas de IA ndo abrangidas pelas
obrigagdes «deverdo ter o direito» de registar voluntariamente os respetivos sistemas
na base de dados, o que inclui as entidades responsaveis pela implantacao que
sejam entidades privadas.?*?

As autoridades publicas, na qualidade de entidades responsaveis pela implantacao,
devem verificar se as entidades prestadoras registaram o sistema de risco elevado
na base de dados. Se o sistema nao estiver registado, ndo o podem utilizar e devem
informar a entidade prestadora ou distribuidora.?*

231 Regulamento sobre a IA, artigo 49.°, n.° 3. Consultar também os n.°s 1, 6 e 7 do anexo Ill do
Regulamento sobre a IA.

232 Regulamento sobre a IA, artigo 60.2, n.° 4, alinea c).

233 Regulamento sobre a IA, considerando 131 (itdlico nosso).

234 Regulamento sobre a IA, artigo 26.2, n.° 8.
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Uma versao publica e uma versao nao publica da base de dados

A base de dados contera duas sec¢des: uma seccdo publica e uma versao «segura e ndo
publica».?®> A versdo nao publica da base de dados conterd as seguintes informacoes:

» Os sistemas de IA de risco elevado utilizados nos dominios da biometria, da
aplicacao da lei, da migracao, do asilo e do controlo das fronteiras;*¢

» Os sistemas de IA de risco elevado que sao testados em condicbes reais ao
abrigo do artigo 60.° (salvo se a entidade prestadora tiver consentido em tornar
esta informacao acessivel ao publico).?”

Prazo para configuracao e implementacao

» A Comissao é responsavel pela definicdo das especificacdes funcionais da base
de dados, em consulta com «[peritas e] peritos pertinentes», sendo a atualizacdo
dessas especificacdes da responsabilidade da Comissao, em consulta com o
Comité para a IA.8

» A data da redacdo do presente documento, a base de dados ainda néo tinha
sido criada pela Comissao Europeia.

» O registo na base de dados sera obrigatério a partir de 2 de agosto de 2026.
Contudo, o registo (de forma voluntaria) antes de 2 de agosto de 2026 também
é incentivado.?’

Relacao com outros quadros juridicos

As obrigagdes de registo previstas no Regulamento sobre a IA podem ser associadas
ao artigo 8.2 da Convencao-Quadro do Conselho da Europa, que estabelece que as
Partes devem adotar ou manter medidas para assegurar «requisitos adequados de
transparéncia e supervisao» e ao artigo 9.°, que se refere a medidas «para assegurar
a prestacao de contas e a responsabilizacdo por repercussdes negativas nos direitos
humanos, na democracia e no Estado de direito». O artigo 14.° da Convencao-
Quadro também exige que as Partes implementem «medidas para assegurar que as
informacoOes importantes relativas aos sistemas de inteligéncia artificial suscetiveis
de afetar significativamente os direitos humanos e as utilizacoes relevantes desses
sistemas sao documentadas, facultadas aos organismos autorizados a aceder as
mesmas e, se for caso disso, disponibilizadas ou comunicadas as pessoas afetadas».

O Relatério Explicativo da Convencao-Quadro reconhece que «as Partes devem
encontrar um equilibrio adequado entre [a transparéncia] e varios interesses
concorrentes»,** incluindo «a privacidade, a confidencialidade (inclusive, por
exemplo, segredos comerciais), a seguranca nacional, a protecao dos direitos de
entidades terceiras, a ordem publica e a independéncia judicial». No entanto, o termo
«adequado» sugere que deve ser considerado um nivel minimo de transparéncia,

235 Regulamento sobre a IA, artigo 49., n.° 4 e Regulamento sobre a IA, artigo 71.2, n.2 4.

236 Regulamento sobre a IA, artigo 49.°, n.° 4.

237 Regulamento sobre a IA, artigo 60.2, n.° 4, alinea c).

238 Regulamento sobre a IA, artigo 71.,n.° 1.

239 Regulamento sobre a IA, considerando 179.

240 Conselho da Europa (2024), Relatério Explicativo da Convenc¢ao-Quadro do Conselho da Europa
sobre Inteligéncia Artificial e Direitos Humanos, Democracia e Estado de Direito, paragrafo 62.
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sobretudo perante o publico em geral, mesmo no caso dos sistemas de IA para os
quais determinadas informacgdes tém de ser mantidas confidenciais.

Desafios

A base de dados apresenta vdérias limitagdes que podem prejudicar a sua utilidade
na identificacdo e atenuacdo da discriminacao em sistemas de IA.

» Algumas informacoes encontrar-se-ao na seccao nao publica
da base de dados:

» Informacgdes sobre sistemas de IA utilizados nos dominios da biometria, da
aplicacdo da lei, da migracgao, do controlo das fronteiras e do asilo;

» Informacdes sobre sistemas de IA testados em condi¢des reais.

» Algumas informacdes nao serao registadas na base de dados:

» O ambito da base de dados limita-se aos sistemas de |A de risco elevado. Deste
modo, as aplicacdes como os robds de conversacao utilizados por funcionarias/os
publicas/os ou que interagem diretamente com a populagcao podem ser excluidas.

» Asentidades prestadoras e as entidades responsaveis pela implantacdo de sistemas
de A derisco elevado nos dominios da biometria, da aplicacdo da lei, da migragao,
do asilo e do controlo das fronteiras tém de registar menos informacdes sobre
os seus sistemas de IA. A titulo de exemplo, as entidades prestadoras ndo séo
obrigadas a registar as instru¢des de utilizacdo em formato eletrénico fornecidas
as entidades responsaveis pela implantacdo. As entidades responsaveis pela
implantacdo ndo precisam de registar um resumo das suas AIDF.

» Sempre que as entidades prestadoras de sistemas de IA ndo considerarem
estes sistemas como sendo de risco elevado, nos termos do n.° 3 do artigo 6.°,
as entidades responsaveis pelaimplantacao nao tém de registar a sua entrada
em servico ou os seus testes na base de dados.

» Apenas as entidades responsaveis pela implantacdo que sejam «autoridades
publicas, instituicdes, 6rgaos ou organismos da Unidao ou pessoas que atuem
em seu nome»**' sao obrigadas a registar-se. Todavia, as entidades respon-
saveis pela implantacao de alguns sistemas de IA de risco elevado podem
ser entidades privadas, como companhias de seguros. Nesses casos, ndao é
necessario registar o sistema de IA na base de dados da UE. Tal significa que
algumas informacdes relativas a estes sistemas de |A de risco elevado, como
o resumo da AIDF, nao estarao disponiveis.

» Mesmo no caso dos sistemas de IA de risco elevado registados na versao publica
da base de dados, ndo é garantido que as informacoes a registar sejam suficientes
para avaliar a discriminacdo. A titulo de exemplo, as entidades responsaveis
pela implantacdo apenas sao obrigadas a apresentar um resumo das AIDF, e
nao a sua versao completa.

241 Regulamento sobre a IA, artigo 49.°, n.° 3.
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» Oregisto na base de dados sé serd obrigatério a partir de 2 de agosto de 2026.
Assim, ndo serd obrigatorio registar os sistemas de IA colocados em servico
antes dessa data, salvo em caso de «alteracoes significativas».2*

Acesso por parte dos organismos para a igualdade e das ENDH as
informacoes contidas na seccao nao publica da base de dados

Os sistemas de IA utilizados nos dominios da aplicagao da lei, da migracao, do asilo
e do controlo das fronteiras tém produzido efeitos discriminatorios sobre as pessoas
(consultar a Seccao 7.1: Foco temético na aplicacao da lei, migracao, asilo e controlo
das fronteiras), sendo necessario que os organismos para a igualdade e as ENDH
tenham acesso a documentacao contida na versao nao publica da base de dados
para poderem cumprir o seu mandato de forma eficaz. Na falta desse acesso, ndo
serd possivel aos Ol e as ENDH ter uma visao geral dos sistemas de IA de risco elevado
utilizados nestes dominios. Porém, a medida em que os Ol e as ENDH podem aceder
as informacgoes na versao nao publica da base de dados nao é clara.

On.c4doartigo 71.° estabelece que «[a]s informacdes registadas em conformidade
com o artigo 60.° [relativas a sistemas de |A de risco elevado fora dos ambientes de
testagem da regulamentacao] sé devem ser acessiveis as autoridades de fiscalizacdo
do mercado e a Comissdo, a menos que [a entidade] prestador[a] ou potencial [enti-
dade] prestador[a] tenha dado o seu consentimento para tornar essas informacoes
igualmente acessiveis ao publico». O n.° 4 do artigo 49.°, relativo ao registo, prevé
igualmente que «[s]6 a Comissdo e as autoridades nacionais referidas no artigo
74.20,n.2 8, tém acesso » as informacdes relativas aos sistemas de IA de risco elevado
utilizados nos dominios da biometria, da aplicacdo da lei, da migracéo, do asilo e
do controlo das fronteiras.

O n. 1 do artigo 77.° estabelece que «[a]s autoridades ou organismos publicos
nacionais que supervisionam ou asseguram o respeito das obrigagdes previstas na
legislacao da Unido que protege os direitos fundamentais, incluindo o direito a ndo
discriminacgao, no que se refere a utilizacao de sistemas de |A de risco elevado referidos
no anexo lll, tém poderes para solicitar e aceder a toda a documentacao elaborada
ou mantida nos termos do presente regulamento numa lingua e formato acessiveis
nos casos em que o acesso a essa documentacdo for necessario para o exercicio dos
seus mandatos dentro dos limites das respetivas jurisdi¢des» (consultar o artigo 77.°).

Se forem estabelecidas bases juridicas para a partilha de informacdes entre organ-
ismos para a igualdade/ENDH, autoridades de fiscalizacdo do mercado e outros
organismos do artigo 77.° (consultar Cooperagao), sera possivel aos organismos
para a igualdade e as ENDH aceder as informacdes obtidas pelas autoridades de
fiscalizacdo do mercado ao abrigo do n.° 4 do artigo 71.°e do n.° 4 do artigo 49.°.

242 Regulamento sobre a |A, considerando 177.
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3.6.2. Papel dos organismos para a igualdade e das ENDH no
que respeita a base de dados da UE para sistemas de IA de
risco elevado enumerados no anexo lll

Durante a criacao da base de dados

» Participar como peritas e peritos pertinentes?® (possivelmente através da

Equinet ou outros meios) na criagao da base de dados, inclusive no sentido de
garantir a conformidade da base de dados com os requisitos de acessibilidade.

Uma vez criada a base de dados

» Promover o preenchimento voluntario da base de dados por agéncias

governamentais quando estas forem responsaveis pela implantacao de
sistemas de |IA que ndo sejam considerados de risco elevado, bem como
por entidades privadas responsdveis pela implantacdo de sistemas de IA de
risco elevado (sobretudo nos setores dos seguros e da banca).

Desenvolver um modelo de coordenacgdo juntamente com as autoridades
nacionais competentes, que terao acesso a versao nao publica da base de
dados.

Defender que as legislacdes nacionais que implementem o Regulamento
sobre a IA prevejam inequivocamente que os Ol e as ENDH devem ter acesso
as informacbes apresentadas as autoridades nacionais e a base de dados
nao publica da UE.

Monitorizar os sistemas de IA registados na base de dados a fim de iden-
tificar os sistemas de IA de risco elevado que devem ser investigados de
forma mais aprofundada devido aos seus riscos de discriminacéo, seja
pelos Ol ou pelas autoridades de supervisao do mercado (possivelmente
em colaboracao com outras partes interessadas, tais como organizagdes
da sociedade civil).

Monitorizar os sistemas de IA registados que nao foram considerados como
sendo de risco elevado nos termos do n.° 3 do artigo 6.° e utilizar o resumo
das autoavaliagcoes para determinar se devem ser considerados como sendo
de risco elevado. Se for esse o caso, comunicar tal facto a AFM e solicitar a
realizacdo de uma avaliacdo ao abrigo do procedimento previsto no artigo
80.° para lidar com sistemas de IA classificados pela entidade prestadora
como ndo sendo de risco elevado.

Monitorizar os sistemas de IA relativos a classificacdo de crédito e aos
seguros registados pelas entidades prestadoras, para solicitar as entidades
responsaveis pela implantacdo informacdes que ndo constam da base de
dados, tais como AIDF.

243 Regulamento sobre a IA, artigo 71.9,n.° 1.
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» Utilizar a versao publica da base de dados como ferramenta de sensibiliza-
cao sobre a forma como os sistemas de |A sdo utilizados no setor publico.

» Monitorizar o modo de utilizagao da base de dados por organizagdes da
sociedade civil, jornalistas, pessoas singulares e outras instituicoes relevan-
tes, bem como sugerir atualizagdes a Comissao e ao Comité para a IA. Em
particular, verificar se as informacoes contidas nos resumos das AIDF sao
suficientes para avaliar os riscos para a ndo discriminacao.
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4. Requisitos de transparéncia
dos sistemas de IA

4.1. Contexto e significado

O artigo 50.° estabelece obrigacdes de transparéncia para as entidades prestadoras
e responsaveis pela implantacdo de sistemas de IA, que devem ser comunicadas de
forma clara as pessoas singulares «o mais tardar aquando da primeira intera¢do ou
exposicao»?** e em conformidade com os requisitos de acessibilidade.

As entidades responsaveis pela implantacdo devem informar as pessoas singulares
quando:
» implantam um sistema de reconhecimento de emoc¢des** ou um sistema de
categorizacdo biométrica;**

244 Regulamento sobre a IA, artigo 50.°, n.° 5.
245 Regulamento sobre a IA, artigo 3.9, n.2 39.
246 Regulamento sobre a IA, artigo 3.9, n.° 40.
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» implantam um sistema de IA que gere falsificacoes profundas;**’

» implantam «um sistema de IA que gere ou manipule texto publicado com o
objetivo de informar o publico sobre questdes de interesse publico».?*

As entidades prestadoras devem conceber e desenvolver os sistemas de |A destinados
ainteragir com pessoas singulares de maneira que as mesmas sejam informadas dessa
interacdo e que nao presumam tratar-se de uma interacdo com um ser humano. Esta
obrigacéo aplica-se «salvo se tal for 6bvio do ponto de vista de uma pessoa singular
razoavelmente informada, atenta e advertida, tendo em conta as circunstancias e
o contexto de utilizacao».?*

No que respeita a conteidos gerados por IA, as entidades prestadoras de sistemas de
IA devem disponibilizar solucdes técnicas «eficazes, interoperaveis, solidas e fiaveis»**
que permitam a marcacao num formato legivel por maquina e a detecao de que o
conteudo foi artificialmente gerado ou manipulado. Contudo, esta obrigacdo depende da
viabilidade técnica, do desenvolvimento tecnoldgico e dos tipos de contetidos gerados.
Esta obrigacdo estende-se as entidades prestadoras de sistemas de |A de finalidade geral.>!

O Servico Europeu para a lA, sediado na Comissao Europeia, também pode «incentivalr] e
facilita[r] a elaboracao a nivel da Unido de cédigos de praticas»*? em matéria de detecao
e rotulagem de conteudos artificialmente gerados ou manipulados e pode adotar
atos de execucao para aprovar esses codigos de préticas. Em 4 de setembro de 2025,
foi lancada uma consulta para iniciar o processo de desenvolvimento de orientacoes
e codigos de praticas.”** Se os eventuais codigos de praticas forem inadequados, a
Comissao pode adotar atos de execucao que estabelecam regras comuns.

Trés aspetos importantes a ter em conta:

1. Oartigo 50.° aplica-se a todos os sistemas de IA, independentemente de serem
de risco elevado ou ndo;**

2. A conformidade com o artigo 50.° ndo implica que a utilizacdo do sistema de IA
ou dos seus resultados seja licita;255 a titulo de exemplo, alguns sistemas de 1A
séo proibidos nos termos do artigo 5.°.

247 Regulamento sobrea lA, artigo 3.0, n.c 60: «"Falsificagdes profundas’, [significa] contetidos de imagem,
4udio ou video gerados ou manipulados por IA, que sejam semelhantes a pessoas, objetos, locais,
entidades ou acontecimentos reais, e que possam levar uma pessoa a crer, erroneamente, que séo
auténticos ou verdadeiros».

248 0 segundo paragrafo do n.°4 do artigo 50.° do Regulamento sobre a |A esclarece que as entidades
responsaveis pela implantacdo nao precisam de informar o publico sobre contetidos gerados
artificialmente se «os contetdos gerados por IA tiverem sido objeto de um processo de analise
humana ou de controlo editorial e se uma pessoa singular ou coletiva for responsavel editorial pela
publicacdo do conteudo».

249 Regulamento sobre a IA, artigo 50.°,n.° 1.

250 Regulamento sobre a IA, artigo 50.°, n.° 2.

251 Regulamento sobre a IA, artigo 3.9, n.° 66.

252 Regulamento sobre a IA, artigo 50.°,n.° 7.

253 «Comissdo langa consulta para elaborar orientagdes e um cédigo de conduta sobre sistemas de
IA transparentes», 4 de setembro de 2025, disponivel em https://digital-strategy.ec.europa.eu/pt/
news/commission-launches-consultation-develop-guidelines-and-code-practice-transparent-ai-
systems, consultado em 11 de novembro de 2025.

254 Regulamento sobre a IA, artigo 50.°, n.° 6 e considerando 132.

255 Regulamento sobre a IA, considerando 137.
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3. Asobrigacdes previstas no artigo 50.° «nao se aplicalm] a sistemas de |A legalmente
autorizados para detetar, prevenir, investigar ou reprimir infracbes penais».2°®

Relacao com outros quadros juridicos

A transparéncia e a supervisao figuram entre os principios estabelecidos pela
Convencgao-Quadro do Conselho da Europa.?” O n.° 2 do artigo 15.° da Convencao-
Quadro estabelece que «as Partes procuram assegurar que, em funcdo do contexto,
as pessoas que interagem com sistemas de inteligéncia artificial sejam notificadas
de que estdo a interagir com esses sistemas e ndao com um ser humano».

4.1.1. Papel dos organismos para a igualdade e das ENDH no
que respeita aos requisitos de transparéncia dos sistemas de IA

Este artigo pode ser considerado através do ponto de vista das utilizagdes proibidas
previstas no artigo 5.°:

» Consideracao do artigo 50.° em conjugacao com as alineas a) eb) don.° 1 do
artigo 5.° e defesa da proibicao prevista nesses artigos, nos casos em que a
obrigacao de transparéncia estabelecida neste artigo seja insuficiente para
prevenir violagdes dos direitos fundamentais; tal deve incluir a situacao em
que as solugdes técnicas e a rotulagem de Ultima geragao do contetdo gerado
e manipulado por |A ndo sejam «eficazes, interoperaveis, sélidas e fidveis».>®

» Consideracdo do artigo 50 em conjugacdo com a alineaf) don.° 1 do artigo
5, que proibe os sistemas de reconhecimento de emocgdes nos locais de
trabalho e nas instituicées de ensino, e com a alinea g) do n.° 1 do artigo 5,
que proibe a utilizagao de sistemas de categorizacdo biométrica «que clas-
sifiquem individualmente as pessoas singulares com base nos seus dados
biométricos para deduzir ou inferir a sua raca, opinides politicas, filiacdo
sindical, convicg¢bes religiosas ou filoséficas, vida sexual ou orientacdo sexual».
20 artigo 50.° ndo torna os sistemas de IA proibidos licitos.

» Evitar estratégias de «reducao da classificacdo de risco», realizando ou enco-
mendando um estudo juridico destinado a identificar as varias situacoes e
condicdes em que as obrigacdes de transparéncia previstas no artigo 50.°
possam ser utilizadas para contornar as proibi¢des previstas no artigo 5.°.
Este estudo deve ser publicado, para alertar as entidades prestadoras e as
entidades responsaveis pela implantacao de que nao devem tentar con-
tornar as proibicoes. O estudo poderia ser realizado em coordenagdo com
diferentes organismos para a igualdade e/ou ENDH.

256 Regulamento sobre a IA, artigo 50.%, n.° 1.

257 Convencao-Quadro do Conselho da Europa, artigo 8.°.
258 Regulamento sobre a IA, artigo 50.%, n.° 2.

259 Regulamento sobre a IA, artigo 5.2, n.° 1, alinea g).
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5. Aplicacao

5.1. Poderes dos organismos responsaveis
pela protecao dos direitos fundamentais

5.1.1. Contexto e significado

O artigo 77.° confere aos Ol novos poderes para avaliar a discriminacao através de
sistemas de IA, mediante o direito de acesso a documentagao, o direito de testagem e
odireito a colaboracdo entre as AFM e as entidades operadoras de |A. Todavia, os Ol nao
sao automaticamente considerados organismos pertinentes abrangidos pelo artigo 77.°.

Condi¢6es cumulativas para que um Ol seja considerado
uma autoridade nos termos do artigo 77.°

1. Devem ser considerados como «autoridades ou organismos publicos nacio-
nais que supervisionam ou asseguram o respeito das obriga¢des previstas na

legislacao da Unido que protege os direitos fundamentais, incluindo o direito a
nao discriminacao».?®

260 Regulamento sobre a IA, artigo 77.°,n.° 1.
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2. Oseu Estado-Membro deve ter identificado explicitamente os Ol ou outro organismo
de direitos fundamentais, inclui-los numa lista a apresentar a Comissao e aos outros
Estados-Membros e divulgar essa lista ao publico até 2 de novembro de 2024. Os
Estados-Membros devem «mant[er] [a lista] atualizada»,?®' o que implica que ainda
podem ser adicionados Ol ou outros organismos de direitos fundamentais que nao
tenham sido indicados pelos Estados-Membros no primeiro prazo de notificacao.
Os Ol e outros organismos também podem ser removidos da lista.

Nesta seccao e no restante documento, quando nos referimos a Ol, estamos a refe-
rir-nos especificamente aos Ol identificados como tal ao abrigo do artigo 77.° do
Regulamento sobre a IA nos seus Estados-Membros.

Papel dos organismos para a igualdade na Convenc¢ao-Quadro do Conselho
da Europa

Os organismos para a igualdade e as estruturas de defesa dos direitos humanos
sdo explicitamente mencionados no ambito da Convencao-Quadro do Conselho
da Europa como tendo competéncia para participar nas medidas de supervisao
destinadas a garantir o cumprimento das obrigacdes previstas na Convengao.?
A Convencao-Quadro também prevé que tais mecanismos «exercem as suas fun-
¢oes de forma independente e imparcial e dispdem dos poderes, conhecimentos
especializados e recursos necessarios para desempenharem eficazmente as suas
fungdes de supervisdo do cumprimento das obrigagdes previstas na presente
Convencao».?3 Trata-se de uma diferenca notavel entre a Convencao-Quadro
do Conselho da Europa e o Regulamento sobre a IA: ao abrigo do Regulamento
sobre a IA, as autoridades de fiscalizacdo do mercado sao responsaveis pela
monitorizacdo e aplicacao da lei, enquanto os organismos para a igualdade e
as ENDH sao designados como organismos do artigo 77.°, mas nao fazem parte
das medidas de supervisao. Nos termos da Convenc¢ao-Quadro do Conselho da
Europa, os organismos para a igualdade e as ENDH podem ser designados como
parte das autoridades de supervisao e aplicacgao.

Poderes dos Ol ao abrigo do artigo 77.°

» Direito de solicitar e aceder a documentacao

Os Ol e as ENDH, «no que se refere a utilizacao de sistemas de IA de risco elevado
referidos no anexo lll, tém poderes para solicitar e aceder a toda a documentacao
elaborada ou mantida nos termos do presente regulamento numa lingua e formato
acessiveis».?** Os Ol e as ENDH devem interpretar e testar o recurso a este artigo no
sentido de solicitar qualquer documentacdo ao abrigo do Regulamento sobre a IA
que seja necessaria para o cumprimento eficaz dos seus mandatos. Os Ol e as ENDH

261 Regulamento sobre a lA, artigo 77.2,n.2 2.

262 Conselho da Europa (2024), Relatério Explicativo da Conveng¢ao-Quadro do Conselho da Europa
sobre Inteligéncia Artificial e Direitos Humanos, Democracia e Estado de Direito, paragrafo 63.

263 Convencgédo-Quadro do Conselho da Europa, artigo 26.°.

264 Regulamento sobre a IA, artigo 77.°,n.° 1.
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devem informar as AFM do seu pais sempre que solicitarem documentacao. Esta
documentacao pode ser utilizada para identificar danos decorrentes de discriminacao
sofridos por pessoas ou grupos, por exemplo, um sistema de |A que apresenta um
fraco desempenho quando se trata de mulheres afrodescendentes, resultando no
corte de beneficios sociais para estas, mesmo quando o sistema de IA revela um bom
desempenho quando se trata de pessoas afrodescendentes em geral.?®®

» Direito de testagem

Caso a documentacao seja insuficiente «para determinar se ocorreu uma infracdo das
obrigacées impostas pela legislacdo da Unido que protege os direitos fundamentais»,?*
0s Ol e as ENDH podem solicitar as AFM que «organiz[em] a testagem do sistema
de IA de risco elevado com recurso a meios técnicos [...] num prazo razoavel».2’
Tais insuficiéncias podem consistir na ndo comunicacao, por parte das entidades
prestadoras, dos resultados de multiplas métricas de equidade ou na definicao
restrita dos grupos afetados, tornando assim impossivel avaliar tipos especificos de
discriminacao, em particular a discriminagao interseccional (Equinet 2025). Os Ol e
as ENDH devem estar estreitamente envolvidos com as AFM durante a testagem.

» Direito a colaboracao com AFM e as entidades operadoras de IA

» Quando as AFM sao notificadas pelas entidades prestadoras de sistemas de
IA de risco elevado sobre qualquer incidente grave®® que viole o direito da
Unido destinado a proteger direitos fundamentais (por exemplo, o direito a
nao discriminacao),?® as AFM devem informar os Ol e as ENDH.?7°

» A AFM deve avaliar os «sistemas de IA que apresentam um risco»?’! para os
direitos fundamentais, incluindo o risco para grupos vulneraveis.

« As AFM sao obrigadas a «informar (...) e cooperar plenamente»?’2 com os Ol
e as ENDH ao realizar a avaliacao.

« Asentidades operadoras relevantes dos sistemas de IA também sao obrigadas
a cooperar com as AFM, os Ol e as ENDH.??

» Com base na sua avaliacao, as AFM podem exigir que as entidades operadoras
de IA adotem medidas corretivas, procedam a retirada dos sistemas de IA
do mercado ou a sua recolha.?*

265 Para uma analise aprofundada sobre (1) a documentacédo a que os Ol poderiam ter acesso e (2)
os parametros basicos desta documentacgéo técnica compilada com base nas normas técnicas
implementadas, consultar Equinet 2025.

266 Regulamento sobre a IA, artigo 77.°,n.° 3.

267 Ibidem.

268 Regulamento sobre a IA, artigo 73.,n.° 1.

269 Regulamento sobre a A, artigo 3.2, n.° 49: Um incidente grave é «qualquer incidente ou anomalia
num sistema de |A que, direta ou indiretamente, [leve a] [...] infragao das obrigagbes decorrentes
do direito da Uniao destinadas a proteger os direitos fundamentais».

270 Regulamento sobre a IA, artigo 73.,n.° 7.

271 Regulamento sobre a IA, artigo 79.9, n.° 1 e Regulamento (UE) 2019/1020, artigo 3.2, n.c 19.

272 Regulamento sobre a IA, artigo 79.2, n.2 2.

273 Ibidem.

274 Note-se o artigo 18.°do Regulamento (UE) 2019/1020: as entidades operadoras de |A tém o direito
de ser ouvidas antes da adogéo de tal medida.
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» Os Ol e as ENDH devem cooperar com as AFM e prestar-lhes assisténcia para
determinar se um sistema de IA que tenha sido excluido do regime de risco
elevado representa um risco significativo para os direitos fundamentais.

» As AFM devem avaliar se «xum sistema de IA, classificado pel[a entidade presta-
dora] como nao sendo de risco elevado nos termos do artigo 6.°, n.° 3, é de
risco elevado»?’® devido a um risco para os direitos fundamentais. Os Ol podem
ajudar as AFM na realizacao desta avaliagao.

» A AFMtem aobrigacdo de consultar os Ol e as ENDH mesmo quando um sistema
de IA de risco elevado estd em conformidade com o Regulamento sobre a IA,
mas ainda apresenta um risco para os direitos fundamentais.?’

Assim, os Ol e as ENDH podem contribuir para as investigacdes das AFM e, se
necessario, sugerir medidas corretivas pertinentes, incluindo a retirada do sistema
de IA do mercado, uma vez que podem ajudar as AFM a determinar se um sistema
de IA potencialmente discriminatério ndo cumpre as obrigagdes previstas no
Regulamento sobre a IA.

Quando utilizados, estes poderes podem ser eficazes na avaliacdo e correcao da
discriminacao em sistemas de IA.

Além disso, é importante destacar que o Regulamento sobre a IA «nédo prejudica as
competéncias, as atribuicées, os poderes nem a independéncia das autoridades ou
organismos publicos nacionais competentes que supervisionam a aplicacdo do direito
da Unido que protege direitos fundamentais, incluindo os organismos de promocgao
daigualdade».?” Por outras palavras, as investigacdes que avaliam a conformidade
com o Regulamento sobre a |A ndo afetam as investigacdes relativas a conformidade
com a legislacdo em matéria de igualdade.?”® De igual forma, as pessoas afetadas
tém o direito de apresentar uma queixa ao abrigo do artigo 85.° do Regulamento
sobre a |A, bem como ao abrigo da legislacdo em matéria de igualdade.

275 Regulamento sobre a IA, artigo 80.°,n.° 1.

276 Regulamento sobre a IA, artigo 82.,n.° 1.

277 Regulamento sobre a |A, considerando 157.

278 Consultar também o considerando 45 do Regulamento sobre a IA: 0 Regulamento sobre a IA ndo
afeta as proibicoes previstas na legislacdo da Unido em matéria de nao discriminagéao.
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5.1.2. Papel dos organismos para a igualdade e das ENDH no
que respeita ao artigo 77.° do Regulamento sobre a IA

» Defender a sua classificacdo como organismos do artigo 77.°.
» Enquanto organismos do artigo 77.°, através do seu direito de solicitar e

aceder a documentacao:

» Desenvolver argumentos soélidos que sustentem o seu direito de acesso
as informacdes, com base no trabalho da Equinet (ver Equinet, 2025).
Caso contrario, é provavel que os Ol e as ENDH enfrentem oposicdo por
parte de empresas e autoridades publicas no sentido de impedir o acesso.

« Desenvolver situagdes de teste, com base nas informacdes disponiveis, a
fim de determinar se as informacdes sao relevantes para o cumprimento
do seu mandato.

« Utilizar a documentacéo recebida para investigar os danos decorrentes
de discriminagao.

« Verificar se existe lavagem ética e avaliar a forma como os grupos foram
definidos pelas entidades operadoras de IA ao testar enviesamentos.

Como organismos do artigo 77.2, no contexto da testagem:

« Garantir que dispéem de recursos suficientes para poderem cooperar de
forma eficaz com as AFM, que irdo liderar a realizacao dos testes. Tal pode
implicar que disponham de conhecimentos técnicos internos, pessoal
nao técnico com formacéo para colaborar com peritas e peritos técnicas/
0s ou a criagdo de parcerias com entidades parceiras externas (para mais
informacoes, consultar a seccao sobre Cooperagao).

» Desenvolver modelos para cooperagao com AFM.

Enquanto organismos do artigo 77.°, no contexto das medidas de aplicacao
por parte das AFM:

« Sensibilizar para os riscos de discriminacao dos sistemas de IA, por exem-
plo, através da publicacdo das suas decisoes.

« Acompanhar e divulgar as acoes relativas ao seu papel enquanto organ-
ismos do artigo 77.°, no sentido de sensibilizar o publico em geral para o
seu papel e ilustrar a sua necessidade de promover a igualdade e a ndao
discriminacao nos sistemas de IA.

Emitir orientacoes e defender o respeito pelos direitos fundamentais a serem
tidos em conta pela Comissao Europeia:

» A Comissdo Europeia «deve criar um formuldrio de documentacao técnica
simplificado destinado as necessidades das pequenas e microempresas».?’®
Os danos aos direitos das pessoas ndo estao correlacionados com a dimen-
sao das empresas que desenvolvem sistemas de IA de risco elevado. Os
Ol e as ENDH devem enfatizar a necessidade de ndo omitir informacoes
essenciais na documentacao.

279 Regulamento sobre a IA, artigo 11.2, n.° 1, segundo paragrafo.
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» A Comissdo Europeia esta habilitada a adotar atos delegados, em confor-
midade com o artigo 97.° (exercicio da delegacdo), para alterar o anexo IV
(documentacao técnica dos sistemas de IA de risco elevado).

« Contribuir para as orientacdes da Comissao Europeia sobre a comunica-
cao deincidentes graves. Espera-se que a Comissao Europeia desenvolva
orientagdes sobre a comunicacao de incidentes graves até 2 de agosto
de 2025.280 E provével que estas orientacdes incluam a coordenacéo e
os protocolos para a transferéncia de informacées das AFM para os Ol
e as ENDH. Os Ol devem considerar a possibilidade de influenciar estas
orientagdes, através da Equinet ou de outros organismos.

» Consultar também as recomendacgdes indicadas nestas orientacoes rela-
tivas a classificacao, alteracao da lista de sistemas de IA de risco elevado
e proibidos, avaliacbes de impacto sobre os direitos fundamentais, etc.

5.2.Vias de recurso

5.2.1. Contexto e relevancia

O Regulamento sobre a IA oferece as pessoas singulares e coletivas o direito de
apresentar queixas a uma AFM e, no caso das pessoas singulares, o direito a explicagdes.
Contudo, nenhum destes direitos &, por si s6, um direito efetivo.

Direito de apresentar uma queixa

A pessoa afetada pode apresentar uma queixa a uma AFM (artigo 85.9). As queixas
devem ser «tidas em conta para efeitos da realizacdo das atividades de fiscalizacao
do mercado»®' e tratadas em conformidade com os «[p]rocedimentos para dar
seguimento a queixas».?®2 No entanto, nao existe uma obrigacao geral por parte da
AFM de agir em relacdo a uma queixa de uma pessoa afetada. A pessoa queixosa
nao tem legitimidade processual, mesmo quando a queixa é «tida em conta para
efeitos da realizacao das atividades de fiscalizacdo do mercado».®* Assim, o direito
de queixa no Regulamento sobre a IA pode, na melhor das hipéteses, ser tratado
como um direito parcial. Todavia, este direito ndo prejudica as demais vias de recurso
existentes noutra legislacdao nacional e da Unido.?*

Sempre que os direitos fundamentais de uma pessoa forem comprometidos por um
sistema de |A, esta deve considerar a possibilidade de apresentar uma queixa a um
organismo de direitos fundamentais, por exemplo, um organismo para a igualdade

280 Regulamento sobre a IA, artigo 73.,n.2 7.

281 Regulamento sobre a IA, artigo 85.°.

282 Regulamento (UE) 2019/1020, artigo 11.2, n.° 7, alinea a).

283 Regulamento sobre a IA, artigo 85.°. A parte afetada também pode considerar outras vias de reparagao,
como a Diretiva (UE) 2020/1828 do Parlamento Europeu e do Conselho, de 25 de novembro de
2020, relativa a agdes coletivas para protecdo dos interesses coletivos dos consumidores e que
revoga a Diretiva 2009/22/CE. Consultar também Regulamento sobre a IA, artigo 110..

284 Regulamento sobre a |A, considerando 170.
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no caso de discriminagdo. Quando se trata de dados pessoais, a pessoa afetada
também pode apresentar uma queixa a autoridade de protecdo de dados.?*

Direito a explicacoes

O Regulamento sobre a IA também concede a qualquer pessoa afetada o direito a
explicagdes (artigo 86.°) quando a entidade responsavel pelaimplantagao tomauma
decisao «com base nos resultados de um sistema de IA de risco elevado enumerado
no anexo lll [...] que produza efeitos juridicos ou analogamente afete num grau
significativo essa pessoa, de forma que considere ter repercussées negativas na
sua saude, seguranca ou direitos fundamentais».** As explicacdes devem incluir
«explicacdes claras e pertinentes sobre o papel do sistema de IA no processo de
tomada de decisao e sobre os principais elementos da decisao tomada».?®’

Quando se aplica o direito a explicacoes
previsto no Regulamento sobre a IA?

Todavia, o direito a explicagbes no Regulamento sobre a IA apenas se aplica na
medida em que o mesmo direito «nao esteja estipulado em contrario no direito da
Unido».?®® Quando sdo tratados dados pessoais por sistemas de |A de risco elevado,
aplica-se o direito a informacao previsto na alinea h) do n.° 1 do artigo 15.°do RGPD,
que inclui «<informacdes Uteis relativas a logica subjacente»?®,

Além disso, importa salientar que existe uma proibicdo geral, nos termos do n.° 1
do artigo 22.° do RGPD, relativa a uma «decisdo tomada exclusivamente com base
no tratamento automatizado, incluindo a definicdo de perfis, que produza efeitos
na sua esfera juridica ou que [a/]o afete significativamente de forma similar». Tal
significa que os sistemas de IA de risco elevado que utilizam dados pessoais e que
produzem «efeitos juridicos ou analogamente afete num grau significativo» sé
podem ser utilizados quando se aplicarem as exce¢des especificas previstas no n.°
2 do artigo 22.° do RGPD, nomeadamente quando tal utilizacdo:

a.For necessaria para a celebracao ou a execucao de um contrato entre a pessoa
titular dos dados e quem é responsavel pelo tratamento;

b. For autorizada pelo direito da Unido ou do Estado-Membro a que quem é
responsavel pelo tratamento estiver sujeita/o, e na qual estejam igualmente
previstas medidas adequadas para salvaguardar os direitos e liberdades e os
legitimos interesses da pessoa titular dos dados; ou

285 RGPD, artigos 77.°a 79.°.

286 Regulamento sobre a IA, artigo 86.2, n.° 1. (itdlico nosso.)

287 Regulamento sobre a IA, artigo 86.°,n.° 1.

288 Regulamento sobre a IA, artigo 86.2, n.° 3.

289 RGPD, artigo 15.2,n.° 1, alinea h): «1. [A pessoa] titular dos dados tem o direito de obter d[e quem
é] responsavel pelo tratamento a confirmagao de que os dados pessoais que Ihe digam respeito
sdo ou nao objeto de tratamento e, se for esse o caso, o direito de aceder aos seus dados pessoais
e as seguintes informacdes: [...] h) A existéncia de decisdes automatizadas, incluindo a definigdo
de perfis, referida no artigo 22.°, n.%s 1 e 4, e, pelo menos nesses casos, informagdes Uteis relativas
alogica subjacente, bem como aimportancia e as consequéncias previstas de tal tratamento para
[a pessoa] titular dos dados».
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¢. For baseada no consentimento explicito da pessoa titular dos dados.

Além disso, a palavra «exclusivamente» foi interpretada no caso Schufa no sentido
de incluir o tratamento automatizado que apenas pode constituir uma parte da
decisdo, mas que ainda assim desempenha um «papel determinante».?*

Assim, o artigo 86.° do Regulamento sobre a IA pode ser Util em duas situacoes:

1. Quando os dados pessoais ndo estao envolvidos na utilizacao de sistemas de
IA de risco elevado (caso contrario, seria aplicavel a alinea h) do n.° 1 do artigo
15.°do RGPD); e

2. Quando estao envolvidos dados pessoais e o tratamento automatizado com
recurso a sistemas de IA de risco elevado nao desempenha um «papel determi-
nante» na decisao (consultar a decisdo do TJUE Schufa acima).

O que constitui uma explicacao pertinente?

O Regulamento sobre a |A exige «explicagdes claras e pertinentes sobre o papel do
sistema de IA no processo de tomada de decisao e sobre os principais elementos da
decisdo tomada».?*’ A decisao no processo CK contra Dun & Bradstreet pode ser Util.
Esclareceu que «informacdes Uteis relativas a l6gica subjacente»*? no RGPD significa
«de forma concisa, transparente, inteligivel e de facil acesso, o procedimento e os
principios concretamente aplicados para explorar, por via automatizada, os dados
pessoais relativos a essa pessoa com vista a obter um determinado resultado».?*Tal
explicacdo «nao [é] necessariamente uma explicacdo complexa sobre os algoritmos
utilizados ou a divulgacédo do algoritmo na integra».>*

Protecao dos segredos comerciais

O Regulamento sobre a IA estabelece que «[o] direito a obtencao de explicacdes nao
deverd aplicar-se a utilizacao de sistemas de |A para os quais decorram do direito da
Unido ou do direito nacional excecdes ou restricdes».*> Uma dessas excecdes poderia
ser a protecdo de segredos comerciais.?® Tal como no caso CK contra Dun & Bradstreet,
o direito a explica¢des teria de ser harmonizado com a protecado da propriedade
intelectual, incluindo os segredos comerciais. Nesse caso, o tribunal considerou
que a ponderacéo dos direitos deve ser realizada pela entidade reguladora ou por
um tribunal competente, ndo pela empresa.??” No caso do Regulamento sobre a IA,
pode-se apresentar um argumento analogo similar.

290 Acoérdao do Tribunal de Justica de 7 de dezembro de 2023, SCHUFA Holding (Scoring), C-634/21,
EU:C:2023:957, paragrafo 50.

291 Regulamento sobre a IA, artigo 86.°,n.° 1.

292 RGPD, artigo 15.°, n.° 1, alinea h).

293 Acoérdao do Tribunal de Justica (Primeira Seccao) de 27 de fevereiro de 2025. CK contra Dun &
Bradstreet Austria GmbH e Magistrat der Stadt Wien, C-203/22, ECLI:EU:C:2025:117, paragrafo 66.

294 |bidem, paragrafo 60.

295 Regulamento sobre a IA, considerando 171.

296 Diretiva 2016/943, artigo 2.°,n.° 1.

297 Acoérdao do Tribunal de Justica (Primeira Seccao) de 27 de fevereiro de 2025. CK contra Dun &
Bradstreet Austria GmbH e Magistrat der Stadt Wien, C-203/22, ECLI:EU:C:2025:117, paragrafo 76.
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5.2.2. Papel dos organismos para a igualdade e das ENDH em
matéria de vias de recurso

» Informar as cidadas e cidaddos sobre os seus direitos. No ambito do seu
dever de prestar assisténcia as vitimas de discriminacdo (conforme descrito
nas Diretivas relativas as Normas), os Ol devem informar as pessoas do seu
direito a explicagdes e do seu direito de apresentar uma queixa a autoridade
de fiscalizacao do mercado ao abrigo do Regulamento sobre a IA e a auto-
ridade de protecao de dados nos termos da legislagao da UE em matéria
de protecao de dados. Tal implica a formacao de pessoal para reconhecer
0s casos em que se aplica o direito a explica¢bes.

> As pessoas devem ser informadas de que este direito é complementar e ndo
substitui a interposicao de uma acao judicial.

5.3. Mecanismos de cooperacao

5.3.1. Contexto e relevancia

Por forma a que os Ol e as ENDH sejam eficazes e utilizem os seus poderes no
ambito do Regulamento sobre a IA, tém de cooperar com as AFM do seu pais, bem
como com outros organismos do artigo 77.°, incluindo as autoridades de protecao
de dados. Além disso, a consulta as organiza¢ées da sociedade civil beneficiara o
trabalho dos Ol.

5.3.2. Papel dos organismos para a igualdade e das ENDH no
que respeita a cooperacao com diferentes partes interessadas

Cooperacao entre organismos do artigo 77.°

Os Ol e as ENDH devem assegurar-se de que o seu Estado-Membro estabelece
uma base juridica clara para permitir a partilha de informacées entre organismos
do artigo 77.°, caso tal ainda ndo tenha sido feito. O Regulamento sobre a IA
prevé a partilha de informacdes entre as AFM e os organismos para a igualdade/
ENDH.2*® No entanto, em determinadas situagdes, os Ol e as ENDH também terao
de cooperar com outros organismos do artigo 77.° no seu pais, pelo que sera
necessdria uma base juridica distinta para a partilha de informacgées.

Coopera¢ao com as AFM

Os Ol e as ENDH devem estabelecer uma relacdo de trabalho estreita com as AFM,
logo que estas sejam criadas. A estrutura exata da governacao em cada Estado-
Membro pode variar. E possivel que alguns paises escolham uma Gnica entidade
reguladora como autoridade de fiscalizacdo do mercado, enquanto outros optem
por varias entidades reguladoras.

298 Regulamento sobre a IA, artigo 73.2,n.° 7 e artigo 79.2, n.2 2.
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Tanto os Paises Baixos como a Irlanda manifestaram a sua preferéncia por
multiplas entidades reguladoras num modelo radial, com uma entidade
reguladora principal a apoiar as restantes. A Franca criou um sistema

de governacéo coordenado: a Direcdo-Geral da Concorréncia, das/

os Consumidoras/es e da Repressao da Fraude [Direction générale de la
concurrence, de la consommation et de la répression des fraudes] é responsavel
pela coordenacao operacional e mantém contacto com a Direcao-Geral das
Empresas para a coordenacao estratégica. Além disso, mais de dez outras
entidades sdo responsaveis por disposicoes especificas do Regulamento
sobre a IA, incluindo a Autoridade Nacional de Protecao de Dados CNIL (/a
Commission nationale de l'informatique et des libertés) e a Entidade Reguladora
dos Meios de Comunicacdo Social Arcom (consultar Direction générale des
Entreprises, 2025). Nesse contexto, os Ol devem estabelecer uma colaboracao
com todas as autoridades de fiscalizacao do mercado, dando prioridade
especifica a autoridade de fiscalizacdo do mercado principal.

Estabelecimento de bases juridicas para a partilha de informacoes

Os Ol e as ENDH devem aconselhar os governos dos seus Estados-Membros e
certificar-se de que estes estabeleceram uma base juridica ampla em matéria
de partilha de informagbes entre organismos do artigo 77.°, bem como entre
AFM e organismos do artigo 77.2.2%° A existéncia de tais bases juridicas constitui
um pré-requisito para o estabelecimento de acordos de cooperacao bilaterais e
multilaterais para a partilha de informacoes. Estes acordos devem ser redigidos
de forma abrangente, a fim de contemplar as competéncias dos organismos do
artigo 77.° e das AFM. Tais acordos devem possibilitar acordos bilaterais adicionais
especificos relativos a casos concretos, quando necessario.>®

Estabelecer grupos de trabalho especificos em matéria de igualdade

Os Ol e as ENDH, juntamente com as AFM, devem estabelecer grupos de trabalho
que possam proceder ao intercambio de conhecimentos sobre questoes especificas.
Inicialmente, esse grupo de trabalho pode procurar estabelecer um entendimento
comum entre as organizagdes. Um exemplo de um grupo de trabalho poderia ser
«melhores praticas na identificacao de danos decorrentes de discriminagao através
de sistemas de |A». Tal pode ser Util para os Ol no desenvolvimento de orientagdes
para as AFM sobre a identificacdao de danos decorrentes de discriminacdo, para
que os Ol possam ser notificados.

Estabelecer fatores de desencadeamento automaticos claros que obriguem
a AFM a cooperar com os organismos para a igualdade e as ENDH

E importante que as AFM sejam devidamente informadas sobre os conhecimentos
técnicos, por exemplo, em matéria de ndo discriminacéo e igualdade, dos Ol e das ENDH.

299 De Autoriteit Persoonsgegevens (2024), Final recommendation on supervision of Al: sector and
centrally coordinated, n.° 37, disponivel em www.autoriteitpersoonsgegevens.nl/en/current/final-
recommendation-on-supervision-of-ai-sector-and-centrally-coordinated, consultado em 11 de
novembro de 2025.

300 Ibidem.
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As AFM devem ser acionadas automaticamente para informar os Ol sempre que
seja comunicado um incidente grave que viole a ndo discriminacao, nos termos do
n.° 7 do artigo 73.°. Sempre que as AFM tenham duvidas sobre a existéncia de um
risco de discriminacdo, devem consultar imediatamente os Ol, por exemplo, em
cenarios relativos aos artigos 79.° e 80.° do Regulamento sobre a |A, para que estes
possam prestar o seu parecer especializado. E preferivel receber falsos alertas do
que deixar passar infracdes que tenham sido ignoradas pelas AFM devido a falta
de conhecimentos especializados.

Notificacao de nao conformidade por parte de outros paises da UE

Quando as AFM considerarem que a ndo conformidade nao se limita ao respetivo
territério nacional, devem «comunicar sem demora injustificada a Comissao
e aos outros Estados-Membros os resultados da avaliagdo e as medidas que
exigiu que [a entidade] operador[a] tomasse»*°! e informar, com pormenores,
se as entidades operadoras ndao cumprirem as medidas exigidas.?®> Os Ol e as
ENDH devem sublinhar junto das AFM e do Comité da UE para alA que os Ol e as
ENDH de outros Estados-Membros devem ser informados e notificados quando a
avaliacdo da ndo conformidade envolver riscos para direitos fundamentais, como
a nao discriminagao.

Acesso aos documentos

Os Ol e as ENDH podem solicitar documentos as entidades prestadoras de sistemas
de A derisco elevado.>® Os Ol também podem aceder a documentagao das AFM,
caso uma AFM ja tenha acedido a mesma junto das entidades prestadoras. Esta
medida podera acelerar o processo de acesso para os Ol e as ENDH. Em ambos
0s casos, é importante destacar que as empresas nao podem impedir as AFM
de partilhar a documentagcdo com os Ol e as ENDH sob o pretexto de protecao
de segredos comerciais. Sobretudo no caso em que os Ol e as ENDH solicitam a
documentacao através da AFM, o entendimento recente vai no sentido de que
a empresa nao pode decidir se a documentagdo pode ou nao ser partilhada.?**
Essa decisao compete a entidade reguladora ou ao Tribunal.

Participacao na testagem

Sempre que os Ol e as ENDH considerarem que a documentacao fornecida pelas
entidades prestadoras é insuficiente para determinar se ocorreu uma infracao do
direito da Unidao que protege os direitos fundamentais, estes podem solicitar a
AFM «para organizar a testagem do sistema de IA de risco elevado com recurso
a meios técnicos [...] num prazo razoavel» 3%

301 Regulamento sobre a IA, artigo 79.9, n.° 3.

302 Regulamento sobre a IA, artigo 79.2,n.°s 5 e 6.

303 Regulamento sobre a IA, artigo 77.9,n.° 1.

304 Acoérdao do Tribunal de Justica (Primeira Seccao) de 27 de fevereiro de 2025. CK contra Dun &
Bradstreet Austria GmbH e Magistrat der Stadt Wien, C-203/22, ECLI:EU:C:2025:117, paragrafo 76.

305 Regulamento sobre a A, artigo 77.°, n.° 3.
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O Regulamento sobre a IA estabelece que as AFM devem organizar os testes. Isto
deixa margem para que os testes sejam realizados por uma entidade terceira, seja
esta uma entidade fornecedora ou uma entidade especialista. Os testes devem
ser realizados com a «estreita participacao»** dos Ol e/ou das ENDH.

E de extrema importancia que os Ol e as ENDH estabelecam:
» Quem realizara o teste?
» O que é que estd a ser testado?

» A natureza exata do «prazo razodvel». Esta questao deve ser determinada o
mais cedo possivel e ndo quando surgir um caso concreto;

» O entendimento mutuo exato entre Ol/ ENDH e AFM sobre o que significa
«estreita participacdo». Implica um ponto de contacto diretamente envolvido
na testagem? Envolve a consulta prévia dos OI/ENDH sobre as etapas
dos testes?

» Desenvolver um protocolo para o trabalho interagéncias?

Exemplos e boas praticas

Pode retirar-se inspiracdo das cooperagdes anteriores entre organismos para a
igualdade, ENDH e autoridades de protecdo de dados. No Reino Unido, a Comissao
para a lgualdade e os Direitos Humanos colaborou com o Gabinete do Comissario
para a Informacao, no ambito do Desafio para a Equidade e a Inovacao (Fairness
Innovation Challenge), em casos de ensaio nos dominios do ensino superior,
financas, cuidados de salde e recrutamento, a fim de encontrar novas formas
de fazer face ao enviesamento e discriminacao estatisticos, humanos e estrut-
urais nos sistemas de IA. O Desafio foi financiado pelo Ministério da Ciéncia do
Reino Unido.3” Na Noruega, os organismos para a igualdade cooperaram com
a autoridade de protecdo de dados no ambito de um ambiente de testagem da
regulamentacdo da inteligéncia artificial 3%

Em Franca, a cooperacao entre o Ol Defensor de Direitos e a autoridade de protecao
de dados CNIL é facilitada por varios mecanismos: ambas as instituicoes tém
um acordo de memorando de entendimento e o Defensor de Direitos também
€ membro do conselho da CNIL. Gracas a esta ligacao estrutural, o Defensor de
Direitos é mantido a par de todos os casos recebidos pela CNIL.3%

306 Ibidem.

307 Gov.uk (2024), Comunicado de imprensa: «Al Fairness Innovation Challenge winners announced»,
disponivel em www.gov.uk/government/news/ai-fairness-innovation-challenge-winners-announced,
consultado em 11 de novembro de 2025.

308 Ver www.datatilsynet.no/en/regulations-and-tools/sandbox-for-artificial-intelligence/, consultado
em 11 de novembro de 2025.

309 Informacdes retiradas da entrevista com o Defensor de Direitos.
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Cooperacao com outras agéncias publicas

A cooperacao também deve ser considerada como um meio de reunir recursos
especificos. A titulo de exemplo, a Franga criou um grupo de trabalho em matéria
de ciéncia de dados denominado PEReN (Le Péle d'expertise de la régulation
numeérique), composto por cerca de 20 cientistas de dados, organizado pelo
Ministério da Economia, mas disponivel para todas as agéncias centrais e entidades
reguladoras. Tal permite ao Ol francés, Defensor de Direitos, ter acesso aos
conhecimentos e competéncias técnicas mais avancados. Importa referir que,
no caso de tal cooperacédo, devem ser criados mecanismos de colaboracao claros
para garantir a satisfacdo das necessidades dos Ol e estabelecer salvaguardas para
a independéncia dos mesmos.

Cooperacao com a sociedade civil e outras
partes interessadas externas

Estabelecer um férum consultivo em cada Estado-Membro, composto por membros
da sociedade civil, organiza¢des de base e representantes do meio académico
que, em conjunto, relinam experiéncia no terreno e conhecimentos técnicos em
matéria de legislacdo sobre igualdade e ndo discriminacdo, bem como no dominio
dos direitos digitais. Este férum consultivo pode sinalizar as utilizacdes prejudiciais
da IA as quais os organismos para a igualdade nos seus Estados-Membros podem
dar prioridade na investigacdo. O férum deve reunir-se com regularidade e trocar
ideias com os organismos para a igualdade.

Continuar e aprofundar a participacao existente com as organizacées da
sociedade civil

A Equinet e os organismos para a igualdade em alguns Estados-Membros (por
exemplo, o Ol belga Unia) tém colaborado regularmente com organiza¢des da
sociedade civil, convidando-as para eventos e debates. Este tipo de colaboracdo
oferece a oportunidade de trocar informagdes que podem beneficiar ambas as
partes. E possivel aprofundar esta colaboracdo no dominio da IA, estabelecendo
ligagcoes entre as organizacdes da sociedade civil e os organismos para a igualdade
noutros Estados-Membros. No entanto, é provavel que tal exija mais recursos
humanos. Uma das possiveis solucdes seria ampliar as estruturas de cooperacao
formal ja existentes noutros contextos regulamentares.

Melhorar o tratamento das queixas

Estabelecer um processo claro e direto para lidar com as queixas relativas a danos
decorrentes de discriminacao por parte de sistemas de 1A 3'° Partilhar o processo
dos organismos para a igualdade/ ENDH para receber queixas ao abrigo do seu
mandato e os direitos da pessoa queixosa ao longo do processo.

310 Consultartambém Equinet (2023), «Minimal guidelines on improving complaints data collection by
equality bodies», disponivel em https://equineteurope.org/wp-content/uploads/2024/01/Minimal-
Guidelines-on-Improving-Complaints-Data-Collection-by-Equality-Bodies-1.pdf, consultado em 11
de novembro de 2025.
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Sensibilizar a sociedade civil sobre o processo e exemplos de estudos de casos que
esclarecem os tipos de queixas que os organismos para a igualdade e as ENDH
podem tratar no ambito das suas competéncias. Pode ser benéfico destacar também
0s casos que se enquadram na competéncia das entidades reguladoras ao abrigo
do Regulamento sobre a IA e/ou do RGPD, bem como os direitos das pessoas
queixosas ao abrigo desses instrumentos legislativos. Incentivar as organizacoes
da sociedade civil a partilhar essas informagdes com as pessoas prejudicadas
pelos sistemas de IA, por forma a empoderar as potenciais pessoas queixosas.

As peritas e peritos externas/os também podem contribuir com conheci-
mentos técnicos

No ambito do projeto «Al Equality by Design», um corpo docente ofereceu
orientagdes de natureza académica acerca de casos de IA e discriminacao®'.
Pode ser necessario procurar fundos junto do governo, por meio de iniciativas
de investigacdo académica, financiamento de litigios ou outras fontes, para obter
provas ou pareceres de especialistas.

311 Equinet (2025), Embedding equality safeguards into technical standards for the EU AIA and
empowering equality defenders: Equinet’s participation in the project «Equality by Design,
Deliberation and Oversight», disponivel em https://equineteurope.org/latest-developments-in-
ai-equality/, consultado em 11 de novembro de 2025.
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PARTE I




6. Diretivas relativas
as Normas

6.1. Contexto geral

Em 7 de maio de 2024, foram adotadas duas novas diretivas com o intuito de garantir
a eficécia e a independéncia dos organismos para a igualdade e, assim, reforcar «a
aplicacao do principio da igualdade de tratamento».?'? Estas seguem os esforcos
de definicao de normas da Equinet,*'* da Comissdo Europeia contra o Racismo e a
Intolerancia (ECRI)*™ e da Comissao Europeia®"

Estas diretivas estabelecem normas minimas harmonizadas:

» Diretiva 2024/1500, em questdes de igualdade de tratamento e igualdade de
oportunidades entre mulheres e homens em dominios ligados ao emprego e
a atividade profissional;

312 Diretivas relativas as Normas, artigo 1.°.

313 Equinet (2016), Developing Standards for Equality Bodies: An Equinet Working Paper.

314 ECRI, Recomendacao de Politica Geral n.° 2 (revista): Organismos de promogéo da igualdade para
combater o racismo e a intolerdncia a nivel nacional, dezembro de 2017.

315 Recomendacdo (UE) 2018/951 da Comisséo, de 22 de junho de 2018, relativa as normas aplicaveis
aos organismos para a igualdade de tratamento.
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» Diretiva 2024/1499, em questdes de igualdade de tratamento entre as pessoas
independentemente da sua origem racial ou étnica, de igualdade de tratamento
no emprego e na atividade profissional entre as pessoas, independentemente
da suareligido ou crenca, deficiéncia, idade ou orientacao sexual, e de igualdade
de tratamento entre homens e mulheres em matéria de seguranca social e no
acesso a bens e servicos e seu fornecimento.

As Diretivas relativas as Normas®'® podem ajudar os Ol a prevenir e descobrir casos
de discriminacao em sistemas de IA e mencionam explicitamente a inteligéncia
artificial e os sistemas automatizados nos seus considerandos:

E fundamental prestar atencdo as oportunidades e aos riscos decorrentes da utilizacio
de sistemas automatizados, incluindo a inteligéncia artificial. Em especial, os organismos
para a igualdade deveréo estar dotados de recursos humanos e técnicos adequados.
Esses recursos deverdo, nomeadamente, permitir aos organismos para a igualdade que
utilizem, por um lado, sistemas automatizados no seu trabalho, e por outro, avaliem a
sua conformidade com as regras de ndo discrimina¢do. Quando o organismo para a
igualdade faca parte de um organismo com vérios mandatos, deverao ser assegurados
0s recursos necessarios ao desempenho do seu mandato.?"”

As Diretivas relativas as Normas devem ser transpostas para a legislacdo nacional
até junho de 2026.

6.2. Alteracoes ao mandato e aos recursos

6.2.1. Uma extensao do ambito do mandato

As Diretivas relativas as Normas ampliam o ambito do mandato dos organismos para
aigualdade. Em particular, os Estados que ainda nao o fizeram devem alargar o man-
dato dos organismos para a igualdade aos motivos e dominios da vida abrangidos
pela Diretiva relativa a realizacdo progressiva do principio da igualdade de trata-
mento entre homens e mulheres em matéria de seguranca social (79/7/CEE) e pela
Diretiva que estabelece um quadro geral de igualdade de tratamento no emprego
(2000/78/CE), conferindo-lhes mais competéncias para abranger os motivos de religiao
ou crenca, idade, deficiéncia e orientacdo sexual no dominio do emprego, bem como
sexo e género no dominio da seguranca social.3'® Trata-se de uma questao importante,
pois os sistemas de tomada de decisao automatizada (TDA) no dominio da seguranca
social tém frequentemente demonstrado um enviesamento em relacdo as mulheres,
conforme observado na Austria, Franca e Suécia.3"

316 AEquinet (2024) e 0 MOOC (curso online abertos a todos) desenvolvido pelo Conselho da Europa
oferecem uma visdo geral abrangente da regulamentacao.

317 Diretiva 2024/1500, considerando 21 e Diretiva 2024/1499, considerando 22.

318 Diretiva 2024/1499, artigo 1.2, n.° 2. Na pratica, o ambito de atuagdo de muitos organismos para a
igualdade j4 ultrapassa os requisitos minimos da legislacdo europeia antidiscriminagdo. Consultar
Equinet, 2024: 24.

319 Allhutter D. et al. (2020), «Algorithmic profiling of job seekers in Austria: How austerity politics are
made effective», Frontiers in Big Data, 3, disponivel em https://doi.org/10.3389/fdata.2020.00005,
consultado em 11 de novembro de 2025; Romain et al. (2023); Amnistia Internacional (2024), «Sweden:
Authorities must discontinue discriminatory Al systems used by welfare agency», disponivel em
www.amnesty.org/en/latest/news/2024/11/sweden-authorities-must-discontinue-discriminatory-
ai-systems-used-by-welfare-agency/, consultado em 11 de novembro de 2025.
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Importa referir que o ambito de aplicacdo das Diretivas relativas as Normas per-
manece limitado aos motivos e dominios da vida abrangidos pela legislacdo europeia
antidiscriminagao.?* Porém, as Diretivas relativas as Normas estabelecem requisitos
minimos, podendo o ambito do mandato dos organismos para a igualdade ser mais
abrangente a nivel nacional.

Além disso, as Diretivas relativas as Normas mencionam explicitamente o conceito de
discriminacao interseccional no contexto das atividades promocionais e preventivas dos
organismos para a igualdade. Neste contexto, as Diretivas relativas as Normas estabel-
ecem que os organismos para a igualdade «podem ter em conta situacdes especificas
de desvantagem resultantes de discriminacédo interseccional».*?' Os considerandos
das diretivas também salientam que «[n]a promocao da igualdade de tratamento, na
prevencao da discriminacao, na recolha de dados sobre discriminagdo e na assisténcia
as vitimas, em conformidade com a presente diretiva, € importante que os organismos
para a igualdade atendam especialmente a discriminagéo interseccional».3?

Como os sistemas de IA, sobretudo a analise preditiva, podem dar origem a formas
interseccionais de discriminacdo, serd extremamente importante que os organis-
mos para a igualdade aproveitem esses novos poderes, comecando por atividades
promocionais e preventivas (Xenidis, 2020).

6.2.2. A obrigacao de disponibilizar recursos suficientes

O artigo 4.0 estabelece que os Estados devem «assegurar que [...] cada organismo
para a igualdade disponha dos recursos humanos, técnicos e financeiros de que
necessita para desempenhar todas as suas funcdes e exercer as suas competéncias
com eficacia». Os considerandos supramencionados associam explicitamente a
questao dos recursos a abordagem dos sistemas de IA e de TDA,3% que podem exigir
recursos técnicos e humanos novos e adicionais.

O que significa isto na pratica?

» Recursos humanos

Os organismos para a igualdade devem dispor de «pessoal qualificado [...] para
desempenhar com eficacia cada uma das suas fungoes»,3** «contratar pessoal
suficiente com competéncias diversas e complementares para desempenhar todas
as suas funcdes de forma eficaz e eficiente» e «oferecer salarios e condicées de
trabalho competitivos».3>* No contexto da abordagem aos sistemas de IA e de TDA,
isto significa:

320 Diretivas 2024/1499 e 2024/1500, considerando 15.

321 Diretivas 2024/1499 e 2024/1500, artigo 5.°, n.° 2.

322 Diretiva 2024/1499, considerando 16; Diretiva 2024/1500, considerando 15; consultar também
Diretiva (UE) 2023/970 (Igualdade de Remuneragao), considerando 15.

323 Diretiva 2024/1499, considerando 22; Diretiva 2024/1500, considerando 21.

324 Diretiva 2024/1499, considerando 21; Diretiva 2024/1500, considerando 20.

325 Equinet(2023), Measuring Standards for Equality Bodies: Indicators for Self-Assessment, Resources,
Indicadores 2.2.1.1e 2.2.1.2.
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» Contratar técnicas e técnicos, incluindo cientistas de dados, e oferecer-lhes
salarios competitivos, para desenvolver os conhecimentos técnicos internos dos
organismos para a igualdade. Em alternativa, garantir (através da contratacao
ou da melhoria das competéncias) que os organismos para a igualdade estejam
internamente equipados para selecionar e estabelecer contactos com pessoal
especialista técnico externo, por exemplo, investigadoras e investigadores ou
peritas e peritos no ambito das AFM ou de outros organismos do artigo 77.°;

» Assegurar (através da contratacdo ou da melhoria das competéncias) que
um numero suficiente de especialistas em matéria juridica e de politicas nos
organismos para a igualdade tenha conhecimentos sobre o funcionamento dos
sistemas de IA/TDA (com, pelo menos, uma compreensao basica das questoes
técnicas) e sobre a legislacdo relativa aos sistemas de IA e de TDA, em particular
o Regulamento sobre a |A; e

» Formar o pessoal responsavel pelo tratamento das queixas sobre como iden-
tificar potenciais casos de utilizacdo de TDA/IA nas queixas apresentadas aos
organismos para a igualdade e dispor de pessoal adequado capaz de examinar
as queixas e de colocar questées complementares, se necessario.

Apods ter levado a cabo com sucesso uma investigacdo ex officio sobre uma possivel
discriminacéo sistémica no funcionamento do sistema de prestacdes familiares
para criancgas a cargo, o Instituto dos Direitos Humanos dos Paises Baixos tenciona
institucionalizar um quadro para tratar casos relativos a dados baseados em tecnologia.
Tendo em conta a quantidade de recursos necessdrios para um caso deste tipo, o
Instituto considera que, idealmente, este tratamento deve ser realizado através da
formacao de advogadas e advogados assalariadas/os e da contratacao de cientistas
de dados (llieva, 2024: 73).

Muitas das recomendac¢des em matéria de formacdo e melhoria das competéncias
estdo em conformidade com o artigo 20.° da Convenc¢do-Quadro do Conselho
da Europa, que diz respeito a literacia e competéncias digitais para «todos os
segmentos da populacdo, incluindo competéncias especializadas especificas para
as/os responsaveis pela identificacdo, avaliacdo, prevencao e atenuacédo dos riscos
colocados pelos sistemas de inteligéncia artificial».

» Recursos técnicos

Os recursos técnicos podem ser considerados o «terceiro pilar» dos recursos, além
do pessoal e do financiamento dos organismos para a igualdade (Equinet, 2024).
compreendendo instalacdes, infraestruturas e recursos suficientes para satisfazer
as suas necessidades de Tl, incluindo, entre outros, sistemas de recolha de dados e
ferramentas de consultoria online.?” Mais especificamente, no contexto da abordagem
aos sistemas de IA e de TDA, isto pode significar:

» Garantir que o sistema informatico de tratamento de queixas permita ao pes-
soal sinalizar e identificar facilmente as queixas em que haja suspeita de que
possam ter sido utilizados sistemas de IA e de TDA. Os padrées entre diferentes
queixas que possam indicar sistemas de IA e de TDA devem ser identificaveis. Tal

326 Equinet (2023), Measuring Standards for Equality Bodies: Indicators for Self-Assessment.
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ajudaria a resolver um dos obstaculos praticos a identificacao da discriminacao
adveniente de sistemas de IA e de TDA, conforme apontado pela Unia: «A carga
de trabalho associada ao tratamento das queixas leva a que nem sempre seja
facil detetar, no sistema técnico, se foram apresentadas varias queixas sobre a
mesma organizacao. Outro aspeto a melhorar no sistema técnico é o facto de,
embora exista um campo para registar se no caso esteve envolvido um sistema
de IA ou de TDA, esse campo estar escondido nos formularios que as pessoas
tém de preencher para apresentar uma queixa, sendo, por isso, facilmente
ignorado» (Xenidis, 2025).

» Dispor de infraestruturas de Tl devidamente seguras para proceder a analises
de dados no contexto da investigacdo de sistemas de |IA e de TDA. Atendendo a
natureza sensivel das queixas e dos dados pessoais que lhes estao associados,
0 recurso a servicos em nuvem prestados por empresas tecnoldgicas norte-
americanas nao pode ser considerado uma infraestrutura de Tl segura.’?

No que respeita a quantidade de recursos necessarios, a Equinet salienta que «os proprios
organismos para a igualdade sdo as entidades que se encontram na melhor posicao
para determinar quais os recursos necessarios para desempenhar com eficacia cada
uma das suas func¢des, num prazo razodvel, com base na sua avaliacdo dos problemas
que procuram resolver e nas atividades e medidas que precisam de empreender»
(Equinet, 2024). As discussdes sobre ferramentas também podem ser abordadas a
nivel coletivo, por exemplo, através da Equinet, que dispde de uma plataforma para tais
discussdes gracas ao Projeto de Normas plurianual, que envolve reunides anuais com
membros interessados para debater todos os aspetos relacionados com os recursos,
aindependéncia e os poderes dos organismos para a igualdade.

As Diretivas relativas as Normas indicam que os organismos para a igualdade
podem utilizar ferramentas de |IA e de TDA para cumprir o seu mandato. Embora
tal possa fazer com que os organismos para a igualdade se tornem mais eficientes
(por exemplo, ao detetar padroes entre diferentes queixas), a aquisicao, avaliacao
e implantacdo destas ferramentas deve ser feita de modo cauteloso, devendo em
todas as circunstancias estar acompanhadas de instru¢des de utilizacao.

327 Consultar a Cloud Act e a Foreign Intelligence Surveillance Act dos EUA. Consultar também a
recente noticia de que a Microsoft podera ter bloqueado a conta de e-mail do Procurador-Geral do
Tribunal Penal Internacional na sequéncia de um decreto do Presidente dos EUA, Donald Trump.
Molly Quell (2025), Trump’s sanctions on ICC prosecutor have halted tribunal’s work, disponivel em
https://apnews.com/article/icc-trump-sanctions-karim-khan-court-a4b4c02751ab84c09718b1b9
5cbd5db3, consultado em 11 de novembro de 2025.
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6.2.3. Papel dos organismos para a igualdade no que respeita
ao seu mandato e recursos, no contexto dos sistemas de TDA
edelA

No que toca ao seu mandato, em particular ao conceito de discriminacao
interseccional

» Tirar partido das referéncias a interseccionalidade para combater as dis-
criminacdes, muitas vezes interseccionais, potencialmente incorporadas
nos sistemas de TDA e de |A, durante a fase de investigacdo e comunicacao.

» Defenderaampliagdo do mandato dos organismos para a igualdade no sen-
tido de incluir motivos que vao além da legislacdo europeia antidiscriminagao.

» Promover uma aplicagdo mais ampla da interseccionalidade, visto que
atualmente as diretivas limitam o «trabalho interseccional» a atividades de
prevengao e promogao.

No que toca aos recursos

» Avaliar os recursos humanos e técnicos necessarios para lidar com os sis-
temas de IA/TDA.

» Defender a disponibilizacdo desses recursos humanos e técnicos, inclusive
no contexto da transposicao das Diretivas relativas as Normas.

» |dentificar os tipos de ferramentas técnicas que serao Uteis e colaborar a nivel
internacional na sua aquisicdo ou desenvolvimento. A titulo de exemplo, no
contexto do software para tratamento de queixas, dar prioridade a software
de cédigo aberto que possa ser utilizado por diferentes Ol e, se necessario,
modificado em funcao das necessidades especificas. Outro exemplo poderia
ser o desenvolvimento de ferramentas para investigacdes que possam ser
utilizadas por vérios Ol, em vez de cada um desenvolver as suas proprias
ferramentas a partir do zero3?

6.3. Alteracoes aos poderes

As Diretivas relativas as Normas estabelecem padrées minimos harmonizados no
que respeita aos poderes dos organismos para a igualdade e conferem-lhes novos
instrumentos para fazer face a discriminacdo algoritmica, em duas vertentes:

» Poderes para promover aigualdade de tratamento e prevenir a discriminacgao;
» Poderes de investigacao e reparacéao.

A seccdo 6.3.lanca um olhar sobre o sentido das disposicdes das diretivas no contexto
dos sistemas de IA e de TDA.

Os poderes conferidos pelas Diretivas relativas as Normas estdo associados as obri-
gacoes introduzidas pela Convencdo-Quadro do Conselho da Europa no sentido de

328 Existem iniciativas semelhantes em dominios como a protecdo de dados. Consultar a ferramenta
de auditoria publicada no sitio web do CEPD, disponivel em www.edpb.europa.eu/our-work-tools/
our-documents/support-pool-experts-projects/edpb-website-auditing-tool_en, consultado em 11
de novembro de 2025.
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criar ou manter vias de recurso,*® salvaguardas®° e mecanismos de supervisao.®'
Estas obrigacdes incluem «a monitorizagdo continua das capacidades em desenvol-
vimento e auditorias, consultas publicas e participagao, quadros de gestao de riscos
e impactos, quadros de avaliacdo do impacto sobre os direitos humanos, normas
técnicas, bem como programas de educacao e sensibilizagao».3*?

6.3.1. Promocao da igualdade de tratamento e prevencao da
discriminacao

As Diretivas relativas as Normas que estabelecem a «promocao da igualdade de
tratamento» como uma competéncia dos organismos para a igualdade «exigem que
os Estados permitam aos organismos para a igualdade passar de uma abordagem
reativa e corretiva da discriminagdo para uma abordagem proativa, preventiva e
promocional» (Equinet, 2024). Esta reorientacao é fundamental no contexto da
tomada de decis6es automatizada e dos sistemas de IA, onde a falta de sensibilizacdo
e a falta de informacao sdo dois desafios encontrados na prevencao e mediacao da
discriminagao.

Sensibilizacao

On.c 1 doartigo 5.° das Diretivas relativas as Normas introduz um novo poder geral
de sensibilizacdo para os organismos para a igualdade. No contexto dos sistemas
de IA e de TDA, trata-se de sensibilizar para os riscos de discriminacdo advenientes
desses sistemas, para os direitos existentes em matéria de ndo discriminacéo e para
as potenciais vias de recurso e reparacao, incluindo a existéncia de organismos para
a igualdade. Esta sensibilizacdo deve ser acessivel, 33 devendo prestar-se especial
atencao as pessoas em situacdes vulneraveis, que sdo frequentemente alvo dos
sistemas de IA e de TDA. Esta sensibilizacdo acompanha os requisitos da AFM no
que diz respeito a dar especial atencao aos sistemas de IA que representam um risco
para grupos vulneraveis e de informar o Ol sempre que for identificado um risco
para os direitos fundamentais.**

329 Convencao-Quadro do Conselho da Europa, artigo 14.°.

330 Convencao-Quadro do Conselho da Europa, artigo 15.°.

331 Convengao-Quadro do Conselho da Europa, artigo 9.°.

332 Conselho da Europa (2024), Relatério Explicativo da Convencao-Quadro do Conselho da Europa
sobre Inteligéncia Artificial e Direitos Humanos, Democracia e Estado de Direito, paragrafo 63.

333 Diretivas relativas as Normas, artigo 12.°.

334 Regulamento sobre a IA, artigo 79.9,n.° 2.
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Prevencao proativa

On.°2doartigo 5.° das Diretivas relativas as Normas assinala outra mudanca em relacao
as Diretivas relativas a Igualdade,**> ao conferir aos organismos para a igualdade poderes
para assumirem um papel proativo na prevengéao da discriminagao. As medidas adotadas
para o efeito incluem, entre outras, «<a promocao de a¢des positivas e da integracdo da
perspetiva de género junto das entidades publicas e privadas, a prestacao de formacao,
aconselhamento e apoio pertinentes, bem como a participacao no debate publico, a
comunicacao com as partes interessadas pertinentes, incluindo os parceiros sociais,
e a promogao do intercambio de boas praticas».3*

Em conjugacdo com o artigo 4.° das Diretivas relativas as Normas sobre recursos, isto
significa que os organismos para a igualdade devem dispor de recursos suficientes
para a execucdo dessas atividades.

Consulta

O artigo 15.° das Diretivas relativas as Normas exige que os Estados consultem os
organismos para a igualdade na elaboracdo e aplicacdo de leis, politicas, procedimentos
e programas relativos aos direitos e obrigagdes decorrentes das Diretivas relativas
a lgualdade. Este artigo pode ser interpretado de forma restritiva, limitando-se a
legislacao e as politicas em matéria de igualdade. Todavia, tal como referido nos
considerandos, a consulta tem por objetivo permitir que os organismos para a
igualdade contribuam para a «integracdo da igualdade»33” Assim, os organismos
para a igualdade devem estar envolvidos na legislacao e nas politicas em matéria
digital, incluindo na implementacdo do Regulamento sobre a IA ou na legislagcao
nacional sobre utilizacdes especificas de sistemas de IA e de TDA.

Esta disposicao também reflete o contetdido do artigo 19.° da Convencao-Quadro do
Conselho da Europa, que prevé a realizacdo de consultas publicas e multissetoriais sobre
«questdes importantes suscitadas em relacao aos sistemas de inteligéncia artificial».

335 No presente relatério entende-se por «Diretivas relativas a lgualdade» as principais diretivas promulgadas
ao abrigo da legislagdo da UE: Diretiva do Conselho, de 29 de junho de 2000, que aplica o principio da
igualdade de tratamento entre as pessoas, sem distingdo de origem racial ou étnica (Diretiva 2000/43/
CE); Diretiva do Conselho, de 27 de novembro de 2000, que estabelece um quadro geral de igualdade
de tratamento no emprego e na atividade profissional (Diretiva 2000/78/CE); Diretiva 2006/54/CE do
Parlamento Europeu e do Conselho, de 5 de julho de 2006, relativa a aplicagdo do principio daigualdade
de oportunidades e igualdade de tratamento entre homens e mulheres em dominios ligados ao emprego
e a atividade profissional (reformulacao) (Diretiva 2006/54/CE); Diretiva do Conselho, de 13 de dezembro
de 2004, que aplica o principio de igualdade de tratamento entre homens e mulheres no acesso a bens
e servigos e seu fornecimento (Diretiva 2004/113/CE); Diretiva 2010/41/UE do Parlamento Europeu e
do Conselho, de 7 de julho de 2010, relativa a aplicacao do principio da igualdade de tratamento entre
homens e mulheres que exercam uma atividade independente e que revoga a Diretiva 86/613/CEE do
Conselho (Diretiva 2010/41/UE); Diretiva (UE) 2023/970 do Parlamento Europeu e do Conselho, de 10
de maio de 2023, para reforgar a aplicagéo do principio da igualdade de remuneracgao por trabalho igual
ou de valorigual entre homens e mulheres através de transparéncia remuneratoria e mecanismos que
garantam a sua aplicagdo (Diretiva 2023/970/UE); Diretiva do Conselho, de 19 de dezembro de 1978,
relativa a realizacao progressiva do principio da igualdade de tratamento entre homens e mulheres em
matéria de seguranca social (Diretiva 79/7/CEE).

336 Diretivas relativas as Normas, artigo 5.°, n.° 2.

337 Consultar Equinet (2024) para uma anélise semelhante da disposicao.
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Recolha de dados, acesso a dados relativos a
igualdade e elaboracao de relatérios

Oartigo 16.°das Diretivas relativas as Normas confere aos organismos para a igualdade o
poder de recolher dados (com énfase na sua desagregacao),*® realizar estudos,** aceder
a estatisticas recolhidas por entidades terceiras**® e formular recomendacdes sobre os
dados relativos a igualdade a recolher.?*' Este poder esta expressamente associado as
obrigacoes de comunicacao de informagdes dos organismos para a igualdade, que
incluem relatérios sobre «a situacao em matéria de igualdade de tratamento [...] no
respetivo Estado».>*? Os considerandos também fornecem mais detalhes sobre os
objetivos da recolha de dados, que incluem «quantificar a discriminacao» e «avaliar
a aplicacdo da legislagao sobre a igualdade de tratamento», bem como «contribui[r]
[...] para a elaboracao de politicas baseadas em dados concretos».

Esses poderes podem seraplicados ao dominio dos sistemas de IA/TDA, nomeadamente
para alcancar uma melhor compreenséao do estado de implantacdo dos sistemas de
IA/TDA por parte das agéncias publicas.

A legislacdo no dominio da protecao de dados nao deve ser encarada como um
obstaculo a recolha de dados sobre a igualdade (Agéncia dos Direitos Fundamentais
da Uniao Europeia, 2021). O RGPD permite a recolha e o tratamento de categorias
especiais de dados pessoais em determinadas condic¢des, incluindo para fins
estatisticos ou de investigacdo, nos termos das alineas a), g) e j) do n.° 2 do artigo
9.°. O Subgrupo para os Dados sobre a Igualdade de Tratamento do Grupo de Alto
Nivel da Comissao sobre a Nao Discriminacao, Igualdade e Diversidade adotou
diversos conjuntos de orientagdes e publicou notas de orientacao sobre arecolha e
utilizacdo de dados relativos a igualdade. Em marg¢o de 2025, o subgrupo publicou um
documento sobre «Recolha e utilizacdo de dados sobre a igualdade de tratamento
em total conformidade com o Regulamento Geral sobre a Protecao de Dados da UE
e as regras nacionais em matéria de protecdo de dados», destacando as melhores
praticas de varios Estados-Membros da Uniao Europeia e as experiéncias partilhadas
pela Agéncia dos Direitos Fundamentais e pelos membros do Subgrupo (Subgrupo
para os Dados sobre a Igualdade de Tratamento, 2025; consultar também llieva, 2024).

338 Diretivas relativas as Normas, artigo 16.°,n.° 1.
339 Diretivas relativas as Normas, artigo 16.°, n.° 2.
340 Diretivas relativas as Normas, artigo 16.2, n.° 3.
341 Diretivas relativas as Normas, artigo 16.2, n.c 4.
342 Diretivas relativas as Normas, artigo 17.°, alinea c).
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6.3.2. Papel dos organismos para a igualdade no que respeita
a promocao da igualdade de tratamento e a prevencao da
discriminacao

Sensibilizacao
» Sensibilizar para os novos direitos das pessoas afetadas: no ambito das suas com-
peténcias de sensibilizacdo, os organismos para aigualdade devem sensibilizar
para os direitos das pessoas afetadas no que respeita aos sistemas de IA, tais
como o direito de apresentar uma queixa e o direito a explicacdes ao abrigo do
Regulamento sobre a |A e da legislagdo da UE em matéria de protecao de dados.

» Sensibilizar para os riscos em matéria de direitos fundamentais, utilizando
os dados disponiveis sobre os sistemas de IA a nivel nacional e europeu.

» Trabalhar com os meios de comunicagao social e com jornalistas para incen-
tivar novas investigacdes e uma maior cobertura destas questoes.

» Colaborar cominiciativas de sensibilizacdo ja em curso: promover a sensibi-
lizacdo do publico em geral pode implicar intervir nos contextos onde esse
publico ja se encontra. A titulo de exemplo, no ambito do projeto europeu
em curso AlgolLit,** que incide sobre a mediacdo algoritmica, procura-se
colaborar com entidades mediadoras e assistentes sociais no sentido de
sensibilizar para as questdes relacionadas com os sistemas de IA e de TDA no
setor publico. Os organismos para a igualdade podem procurar estabelecer
parcerias com essas iniciativas a fim de garantir uma discussdo adequada
dos riscos de discriminacdo nesses programas e promover o papel dos
organismos para a igualdade na aplicacdo dos direitos de nao discriminacao.
Trata-se de um aspeto de especial importancia, uma vez que a formacao
relacionada com os desafios da inteligéncia artificial adota frequentemente
uma abordagem «baseada na ética», em vez de uma abordagem baseada
nos direitos fundamentais (Xenidis, 2025).

» Monitorizar as estratégias das entidades prestadoras e das entidades respon-
saveis pela implantacao de sistemas de IA, incluindo as estratégias de
«reducdo da classificacdo de risco» (Xenidis, 2025) e de «lavagem ética»
(Equinet, 2025) utilizadas pelas entidades prestadoras e responsaveis pela
implantacédo de sistemas de IA/TDA (por exemplo, autoexclusdo do regime
de risco elevado ou nao considerar que determinados sistemas sao proibidos
ao abrigo do artigo 5.9).

343 FARI(2025), <KALGO-LIT (Erasmus+ Project)», disponivel em www.fari.brussels/research-and-innovation/
project/algo-lit, consultado em 11 de novembro de 2025.
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Prevencao proativa

>

|

Ministrar formacao a entidades responsdveis pelaimplantacao de sistemas de
IA/TDA (incluindo agéncias governamentais publicas), bem como a instituicoes
legislativas e judiciais. A titulo de exemplo, o Conselho da Europa oferece um
curso de «lA e Antidiscriminacao» em varios contextos nacionais, em colabo-
ragado com organismos para a igualdade (como a Provedoria de Justica contra
a Discriminacao finlandesa, o Defensor de Direitos francés, a Comissao para a
Cidadania e a Igualdade de Género portuguesa e a Unia belga).

Promover a inclusao e a igualdade nas disciplinas de ciéncia, tecnologia,
engenharia e matematica (CTEM).

Recolha de dados, acesso a dados relativos a igualdade e elaboracao de
relatdrios

>

>

Identificar a discriminagao por IA/TDA e a aplicacdo do Regulamento sobre
a IA como uma questao prioritaria na apresentagao de relatérios publicos.

Redigir relatérios com base em andlises nacionais sobre a utilizacao de
sistemas de IA/TDA num determinado dominio, centrando-se nas questoes
consideradas de risco elevado nos termos do anexo lll do Regulamento sobre
alA. Estas andlises documentais podem aproveitar as informacoes disponi-
veis na base de dados da UE sobre sistemas de IA de risco elevado, mas vao
além disso e incluem uma analise de sistemas que nao sao considerados
de risco elevado ou sistemas que ndo constam da base de dados publica
(tais como a aplicacao da lei, a migracao e o controlo das fronteiras), a fim
de demonstrar aimportancia de ndo haver uma circunscricao aos sistemas
de IA de risco elevado. Estes relatérios também podem ser elaborados em
varios paises, de forma a identificar padroes e tendéncias comuns.

Realizar inquéritos relativos a opinido publica sobre os sistemas de IA e de
TDA e a compreensao dos riscos de discriminacado. Idealmente, tal poderia
ser feito em varios paises, com vista a comparar contextos e respostas.
Na Suécia, a Provedoria de Justica para a Igualdade foi incumbida pelo
Governo sueco de melhorar o conhecimento sobre os riscos de discrimi-
nacao na utilizacao da inteligéncia artificial e outros tipos de tomada de
decisao automatizada em contextos profissionais (Ministério do Emprego,
Decisao Governamental 07/06/2022, A2022/00877), o que resultou num
relatério publicado em novembro de 2023. O relatério avaliou o nivel de
conhecimento das entidades empregadoras relativamente a utilizacao da
inteligéncia artificial e revelou que estas nao tinham consciéncia de que ja
estavam a utilizar IA e outros tipos de tomada de decisdo automatizada.?*

Trabalhar em estreita colaboragdao com os organismos de estatistica para
garantir a recolha de dados desagregados e a sua disponibilizagao para analise
técnica dos enviesamentos nos sistemas de IA/TDA.

344 Diskriminerings ombudsmannen (2023), «Al och risker for disrkiminering | arbetslivet», disponivel em:
www.do.se/rattsfall-beslut-lagar-stodmaterial/publikationer/2023/ai-och-risker-for-diskriminering-
i-arbetslivet [em sueco], consultado em 11 de novembro de 2025.
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6.3.3. Acesso a justica e a vias de recurso

As Diretivas relativas as Normas dao resposta ao desafio das disparidades atuais
existentes entre os organismos para a igualdade na forma como promovem o
acesso a justica, conferindo-lhes poderes explicitos para agir em apoio as vitimas e
facilitar o acesso a justica. Esses poderes incluem assisténcia as vitimas,** resolucao
alternativa de litigios,**® realizacao de inquéritos,*” emissao de pareceres e decisoes#
e instauracao de processos.>* Esta seccao aborda disposicdes especificas.

Assisténcia as vitimas e capacidade de receber queixas

O artigo 6.° das Diretivas relativas as Normas estabelece que «os organismos para
aigualdade devem informar as vitimas sobre: o regime juridico aplicavel, incluindo
aconselhamento adaptado a sua situacdo especifica; os servicos que oferecem e
0s aspetos processuais conexos; as vias de recurso disponiveis, nomeadamente a
possibilidade de intentar uma acdo em tribunal; as regras aplicaveis em matéria [de]
confidencialidade e protecao dos dados pessoais; e a possibilidade de obter apoio
psicoldgico ou de outro tipo pertinente junto de outros organismos ou organizagdes».

No contexto dos sistemas de IA/TDA, tal implica informar as vitimas sobre os seus
direitos ao abrigo do Regulamento sobre a IA e da legislacdo da UE em matéria de
protecdo de dados.

Inquéritos

O artigo 8.2 das Diretivas relativas as Normas confere aos organismos para a igualdade
o poder de realizar inquéritos, quer na sequéncia de uma queixa, quer por iniciativa
prépria (para investigar potenciais violacdes do direito a igualdade de tratamento).
Conforme refere a ECRI, «estas atividades de investigacdo sdo importantes para
descobrir e estabelecer as provas de discriminacao ou intolerancia que, em ultima
instancia, permitem reparar estas situacdes».3*° Este ultimo modo é de particular
importancia no contexto dos sistemas de IA/TDA, os quais sdo, o mais das vezes,
obscuros e desconhecidos.

On.c2doartigo 8.2das Diretivas relativas as Normas concede aos organismos para a
igualdade acesso efetivo a informacgdes e documentos e é pertinente no que respeita
ao Regulamento sobre a IA, por duas razdes:

» No caso dos organismos para a igualdade que (ainda) ndo sao organismos
do artigo 77.°, esta disposicdo poderia ser explorada como forma de aceder a
informacgoes e documentos abrangidos por regras de confidencialidade, inclu-
indo documentacao técnica ou versdes completas de avaliagdes de impacto
sobre os direitos fundamentais.

» O direito de acesso as informacdes e aos documentos é, frequentemente,
afetado pela dificuldade de acesso a informacdes compreensiveis. Dado que

345 Diretivas relativas as Normas, artigo 6.°.

346 Diretivas relativas as Normas, artigo 7.°.

347 Diretivas relativas as Normas, artigo 8.°.

348 Diretivas relativas as Normas, artigo 9.°.

349 Diretivas relativas as Normas, artigo 10.°.
350 ECRI, Recomendacéo de Politica Geral n.c 2r.
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o Regulamento sobre a IA prevé que as informagdes criadas ao abrigo da lei
devem ser acessiveis, 0s organismos para a igualdade podem aproveitar esta
disposicdo e concentrar-se em solicitar o acesso a informacdes e documentos
produzidos no contexto do Regulamento, garantindo assim que obtém infor-
magoes compreensiveis e Uteis (desde que o requisito de acessibilidade seja
esclarecido e respeitado).

O n.° 3 do artigo 8.° das Diretivas relativas as Normas permite que os organismos
para a igualdade confiram a outro organismo competente os poderes supramen-
cionados, em conformidade com a legislacdo e as praticas nacionais. Este artigo
introduz a possibilidade de colaboracao, mas nao de substituicdo dos organismos
para a igualdade, uma vez que a redacdo do artigo sugere que este poder sera
exercido por outro organismo «em complemento» e ndo «em substituicdo».>' Esta
disposicao pode ser explorada no ambito do desenvolvimento de uma colaboracao
formal com outros organismos.

Pareceres e decisoes

Oartigo 9.°das Diretivas relativas as Normas também permite promover a compreenséo
e os conhecimentos do publico sobre os sistemas de IA/TDA no setor publico.
Estabelece que «[cJonsoante o caso, tanto os pareceres ndo vinculativos como as
decisbes vinculativas devem incluir medidas especificas para corrigir qualquer violacdo
do principio de igualdade de tratamento detetada e evitar novas ocorréncias», e
que os organismos para a igualdade «publicam, pelo menos, um resumo dos seus
pareceres e decisdes que considerem de especial relevancia».

Resolucao de litigios

O artigo 10.° das Diretivas relativas as Normas confere aos organismos para a
igualdade o poder intransferivel de intervir em processos judiciais, o que deve incluir
«pelo menos um dos seguintes direitos: [0] direito de instaurar processos judiciais
em nome de uma ou varias vitimas; [0] direito de participar em processos judiciais
em apoio a uma ou varias vitimas; [ou o] direito de instaurar processos judiciais em
seu proprio nome, a fim de defender o interesse publico».

Os litigios em torno dos sistemas de IA e de TDA ainda sdo escassos, sendo necessarias
iniciativas ou apoio por parte dos organismos para a igualdade neste dominio.

351 Consultar Equinet (2024), p. 84, para uma analise semelhante da disposicao.
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6.3.4. Papel dos organismos para a igualdade no que respeita
ao acesso a justica e a vias de recurso

Assisténcia as vitimas e capacidade de receber queixas

» Garantir que o pessoal dos organismos para a igualdade responsaveis
pela assisténcia as vitimas dispde de conhecimentos atualizados sobre o
Regulamento sobre a |IA, de modo a informar adequadamente as vitimas
sobre os seus direitos.

» Coordenar com as autoridades de fiscalizacao do mercado (AFM) no sentido
de garantir que as vitimas que apresentam queixas as AFM sejam incenti-
vadas a apresentar queixas aos Ol.

Inquéritos
» Realizar inquéritos por iniciativa prépria sobre sistemas de |A/TDA especificos.

» Explorara transposicao nacional do artigo 8.2 das Diretivas relativas as Normas,
com vista a aceder as informacodes produzidas ao abrigo do Regulamento
sobre a |A.

Pareceres e decisoes

» Nos pareceres e decisoes, propor medidas destinadas a divulgar os conhe-
cimentos sobre os sistemas. Por exemplo, o Tribunal de Bolonha, na Decisao
Nn.° 2949/2020, de 31 de dezembro de 2020, apds condenar a Deliveroo a
pagar 50.000 euros a favor da parte demandante, ordenou a publicagao do
texto da sentenca num jornal nacional com o objetivo de garantir o maximo
de visibilidade >

» Publicar sistematicamente pareceres e decisdes relativos aos sistemas de IA/
TDA, a fim de tornar publico o conhecimento sobre as suas utilizagoes e riscos.

Resolucao de litigios

» Intervir em processos judiciais relativos a casos relacionados com sistemas
de IA/TDA.

352 Fernandez Sanchez S. F. (2021), «Frank, el algoritmo consciente de Deliveroo. Comentario a la
Sentencia del Tribunal de Bolonia 2949/2020, de 31 de diciembre», Revista De Trabajo Y Seguridad
Social CEF, pp. 179-93, disponivel em https://doi.org/10.51302/rtss.2021.2374 [em espanhol],
consultado em 11 de novembro de 2025.
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7. Foco tematico

A presente seccao aborda a utilizacao da IA em cinco dominios tematicos com
base nos setores mais comuns abrangidos pelo trabalho dos organismos para a
igualdade e das ENDH: aplicacdo da lei, migracao, asilo e controlo das fronteiras;
educacao; emprego e servi¢os de seguranca social e de apoio ao emprego. Cada
foco tematico aborda exemplos de utilizacdo da |A e enumera os artigos pertinentes
do Regulamento sobre a IA da UE a ter em conta para esse setor.

7.1. Foco tematico: Aplicacao da lei, migracao,
asilo e controlo das fronteiras

7.1.1. Contexto
Utilizacao de sistemas de IA na aplicacao da lei,
migracao, asilo e controlo das fronteiras

AlA e aTDA sao utilizadas em diversos contextos nos dominios da aplicacdo da lei,
migracao, asilo e controlo das fronteiras.

No ambito da aplicacdo da lei, as investigacdes ja realizadas revelaram utilizagdes
que vao desde a identificacdo de padrbes de criminalidade com base em dados

» Pagina 101



sobre crimes anteriores, a detecdo de objetosilicitos a partir de imagens de satélite, a
detecdo de discurso de édio online,*** a tomada de decisdes sobre liberdade proviséria
nas prisdes** ou a avaliacao de riscos relacionados com a violéncia de género.>

Os sistemas de reconhecimento de imagens e biometria também sdo amplamente
utilizados. Na Finlandia, a policia pode recorrer ao reconhecimento de imagens para
identificar caracteristicas nao biométricas, como roupas e matriculas de automéveis
(Xenidis, 2025). Franca utilizou sistemas de videovigilancia a distancia durante
os Jogos Olimpicos e Paraolimpicos de Verao de 2024 em Paris.3*® A aplicacdo de
reconhecimento facial comercializada pela empresa norte-americana Clearview Al,
que se baseava na recolha aleatéria de imagens faciais nas redes sociais, tera sido
utilizada por varias autoridades responsdveis pela aplicacdo da lei em toda a Europa
(Veld et al. 2020).

As investigacdes mostram que as tecnologias de reconhecimento facial podem
apresentar enviesamentos discriminatorios problematicos.>” Mesmo quando os
sistemas de IA e de TDA em si ndo sdo denunciados como sendo enviesados, a sua
implantacao é criticada por visar e vigiar desproporcionalmente as minorias e realizar
definicdes de perfis étnicos. E o que pode acontecer quando a vigilancia excessiva
de locais ou popula¢des alimenta ferramentas preditivas e reforca a vigilancia em
massa ou a pontuacao de risco dessas comunidades. Isto também pode acontecer
quando esses sistemas sdo utilizados de formas diferentes, dependendo da cor
da pele da pessoa, por exemplo, quando a interpretacao dos resultados de um
sistema por parte de agentes da policia varia em funcao da cor da pele da pessoa
considerada suspeita.

Os sistemas de |IA e de TDA também sao utilizados nos dominios da migragao, do
asilo e do controlo das fronteiras, em diferentes vertentes (Dumbrava, 2025, Jones
et al,, 2023, McGregor, 2023). Em 2023, um relatério no ambito do projeto Justica
Algoritmica para Pessoas Requerentes de Asilo e Refugiadas (AFAR) mapeou a
utilizacao de tecnologias de IA nos dominios da migracdo e do asilo na Europa e

353 Consultar Agéncia dos Direitos Fundamentais da Unido Europeia (2022), Bias in Algorithms: Artificial
Intelligence and Discrimination, Luxemburgo: Servico das Publicagdes da Unido Europeia, pp. 28-49.

354 GarciaT. et al. (2025), «Spanish prisons use a 30-year-old algorithm to decide on temporary
releases», Civio, disponivel em https://civio.es/justicia/2025/03/12/spanish-prisons-use-a-30-year-
old-algorithm-to-decide-on-temporary-releases/, consultado em 11 de novembro de 2025.

355 Public Setor Tech Watch (2025), «Viogen 5.0: discovering Spain’s risk assessment system of gender-
based violence», disponivel em https://interoperable-europe.ec.europa.eu/collection/public-
sector-tech-watch/viogen-50-discovering-spains-risk-assessment-system-gender-based-violence,
consultado em 11 de novembro de 2025.

356 Ministéere de I'Intérieur (2025), Expérimentation, en temps réel, de caméras « augmentées », disponivel
em www.interieur.gouv.fr/actualites/actualites-du-ministere/experimentation-en-temps-reel-de-
cameras-augmentees, consultado em 11 de novembro de 2025.

357 A OSC Liberty criticou uma aplicagao de reconhecimento facial utilizada pela Policia de Gales do
Sul, entre outras coisas, por discriminacao com base no sexo e/ou raca, uma vez que produzia uma
taxa mais elevada de correspondéncias positivas para rostos femininos e/ou para rostos negros
e de minorias étnicas. Ver a decisédo subsequente do Tribunal de Recurso de Inglaterra e do Pais
de Gales no processo R (Bridges) v. Chief Constable of South Wales Police ([2020] EWCA Civ 1058)
que destaca que «A avaliagao do impacto sobre a igualdade foi manifestamente inadequada e
baseou-se num erro de direito (ndo reconhecendo o risco de discriminagao indireta)» e que a sua
«abordagem subsequente para avaliar a possivel discriminagado indireta decorrente da utilizagao
de reconhecimento facial automatizado apresenta falhas». Consultar Xenidis, 2025.
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identificou as seguintes utilizacoes: previsao da imigracao e deslocacao futuras;
avaliacao e triagem de riscos; tratamento dos vistos, autorizacdes de viagem e
pedidos de cidadania; analise de documentos para verificacao de identidade e
detecao de fraudes; reconhecimento de voz (para determinar o pais de origem da
pessoa requerente de asilo ou na avaliagao da proficiéncia linguistica nos pedidos de
cidadania); monitorizacao eletrénica (por exemplo, pulseiras eletronicas); distribuicao
de prestacdes sociais; instrumentos de correspondéncia (por exemplo, na alocacao
de centros de acolhimento); e extracao de dados de telemoveis para verificacao de
identidade e narrativas (Ozkul, 2023).

Estas utilizacdes representam riscos para os direitos fundamentais, em parte devido
as inexatidodes, enviesamentos e esteredtipos que podem estar incorporados nos
instrumentos, aos impactos na equidade e garantias processuais e as questdes de
privacidade e protecao de dados (Dumbrava, 2025, McGregor, 2023). Em 2020, apés
uma impugnacéo judicial intentada pela Foxglove e pelo Conselho Conjunto para o
Bem-Estar dos Imigrantes, o Ministério do Interior do Reino Unido deixou de utilizar
um algoritmo de transmissao utilizado nos pedidos de vistos, que atribuia uma pon-
tuacao de risco «vermelha» as pessoas requerentes de determinadas nacionalidades
(BBC 2020). Um estudo de caso realizado pela Equinet sobre a utilizacao, pelo Reino
Unido, de um sistema de TDA para determinar a elegibilidade para o Estatuto de
Residente Permanente, criado para regularizar o estatuto de imigracdo de nacionais
da UE, do Espaco Econémico Europeu (EEE), da Suica e das suas familias que vivem
no Reino Unido na sequéncia do Brexit, evidenciou varias preocupa¢cdes com o
sistema, nomeadamente a opacidade, a incerteza quanto a apreciacdo humana e
a falta de consulta de bases de dados especificas, o que redundou em efeitos pre-
judiciais para as mulheres (Allen e Masters, 2020). Em abril de 2024, a Autoridade
de Protecdo de Dados grega imp6s uma multa de 175.000 euros ao Ministério da
Migracéo e do Asilo por violagées do RGPD no desenvolvimento e implementacao
dos programas Centaur e Hyperion em instalacdes de acolhimento e alojamento
para requerentes de asilo; o Centaur era um sistema de vigilancia parcialmente
automatizado destinado a prever e sinalizar «xameacas» utilizando, inter alia, TVCF
e drones, e o Hyperion era um sistema de controlo de entradas/saidas (Autoridade
de Protecao de Dados Helénica, 2024).

Uma vasta gama de isencoes

Uma das caracteristicas do Regulamento sobre a IA consiste na concessao de uma
vasta gama de isenc¢des aos sistemas de IA utilizados nos dominios da aplicacdo
da lei, migracao, asilo e controlo das fronteiras. A titulo de exemplo, determinados
sistemas de IA proibidos para certas utilizacées apenas sdo considerados de risco
elevado no contexto da aplicacdo da lei, como é o caso da proibicdo da categorizacdo
biométrica.>*® Além disso, estdo sujeitos a obrigacdes de registo e publicidade menos
rigorosas do que outros sistemas de IA de risco elevado (ver artigo 49.°), o que suscita
preocupacdes continuas em matéria de transparéncia.

As equipas dos organismos para a igualdade centradas na aplicacao da lei devem
analisar as seguintes disposicdes do Regulamento sobre a IA com especial atencao.

358 Regulamento sobre a IA, artigo 5.2, n.° 1, alinea g), e anexo lll, n.° 1, alinea b).
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7.1.2. Sistemas de IA proibidos
Artigo 5.° Sistemas de IA proibidos

» Alineac)don.21doartigo 5.2, sobre a classificacdo social referente a sistemas
de classificacdo e de avaliacdo. A titulo de exemplo, a avaliacao e classificacao
poderiam ocorrer no contexto de encarceramento ou de campos de pessoas
refugiadas, com base em imagens de videovigilancia. Tais praticas podem
ser consideradas como classificacao social em determinadas circunstancias.
Article 5 (1) (d) on risk assessment of committing a criminal offence in certain
circumstances, which covers some uses of predictive policing.

» Alinead)don.°1doartigo 5.9, sobre a avaliacdo do risco de uma pessoa singu-
lar cometer umainfracdo penal em determinadas circunstancias, que abrange
algumas utilizagdes do policiamento preditivo.

» Alineae)don.°1doartigo 5.2 sobre a recolha de imagens para criar ou expandir
bases de dados de reconhecimento facial.

» Alinea h) do n.° 1 do artigo 5.°, sobre a identificacdo biométrica a distancia
para efeitos de aplicacdo da lei.

Existem vdrias proibicdes que ndo abrangem as utilizacdes no ambito da aplicacdo
da lei. No entanto, estas sdo consideradas de risco elevado nos termos do anexo lll:

» Alinea g) don.°1doartigo 5.°: a proibicao da utilizacdo de sistemas de catego-
rizacdo biométrica ndo incluias utilizagdes para fins de aplicacao da lei, as quais
sao consideradas de risco elevado nos termos da alinea b) don.c 1 do anexollll.

» A alinea f) do n.° 1 do artigo 5.9, relativa ao reconhecimento de emocoes,
ndo se aplica as utilizacdes no ambito da aplicacdo da lei, da migracéo e do
controlo das fronteiras. Contudo, considera-se ser de risco elevado nos termos
da alinea c) do n.° 1 do anexo lll. A titulo de exemplo, o reconhecimento de
emocodes pode ser utilizado como parte de «detetores de mentiras» durante
o interrogatdrio de pessoas consideradas suspeitas.

7.1.3. Sistemas de IA de risco elevado previstos no anexo Il
» N.° 1 doanexo I, em matéria de biometria:

« Sistemas de identificacdo biométrica a distancia, com excecdo daqueles
Cujo Unico objetivo é «confirmar que uma determinada pessoa singular é a
pessoa que alega ser»;**°

 Para categorizagdo biométrica, de acordo com atributos ou caracteristi-
cas sensiveis ou protegidos com base na inferéncia desses atributos ou
caracteristicas;*°

» Para o reconhecimento de emoc¢des;*'

» N.° 6 do anexo lll sobre as utilizagdes «por autoridades responsdveis pela
aplicacao da lei, ou em seu nome, ou por institui¢des, érgaos ou organismos

359 Regulamento sobre a IA, anexo lll, n.2 1, alinea a).
360 Regulamento sobre a A, anexo lll, n.° 1, alinea b).
361 Regulamento sobre a IA, anexo lll, n.° 1, alinea c).
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da Unido em apoio das autoridades responsaveis pela aplicacao da lei». Estas
utilizacdes incluem:

« A avaliagao do «risco de uma pessoa singular vir a ser vitima de infracbes
penais». A titulo de exemplo, pode-se citar o sistema supracitado VioGen,
utilizado em Espanha no contexto da violéncia de género;**

« «Poligrafos ou instrumentos semelhantes»;**

« «[PJara avaliar a fiabilidade dos elementos de prova no decurso da investi-
gacao ou acao penal relativas a infragcdes penais»;***

« Avaliacbes de risco de uma pessoa cometer uma infracdo penal ou reincidir
«ndo exclusivamente com base na definicdo de perfis de pessoas singulares»
(atencao: as avaliagdes de risco baseadas exclusivamente na definicao de
perfis sdo proibidas nos termos da alinea d) do n.° 1 do artigo 5.°) ou «para
avaliar os tracos e caracteristicas da personalidade ou o comportamento
criminal passado de pessoas singulares ou grupos»;*%®

« «[Plara definir o perfil de pessoas singulares [...] no decurso da detecao,
investigacdo ou acdo penal relativas a infracoes penais».3%°

N.c 7 do anexo lll, sobre a gestao da migragao, do asilo e do controlo das
fronteiras:

« «Poligrafos ou instrumentos semelhantes»;**’

« «[A]valiar os riscos, incluindo um risco para a seguranca, um risco de migragao
irregular ou um risco para a saude, que uma pessoa singular que pretenda
entrar ou tenha entrado no territério de um Estado-Membro represente»;¢

« «[A] analise de pedidos de asilo, de visto e de autorizacdo de residéncia e
das queixas conexas, no que toca a elegibilidade das pessoas singulares que
requerem determinado estatuto, nomeadamente nas avaliagdes conexas da
fiabilidade dos elementos de prova»;*®°

« «[D]etecdo, reconhecimento ou identificacdo de pessoas singulares, com
excecdo da verificacdo de documentos de viagem».3°

Atencao: todas estas utilizagdes sao permitidas «na medida em que a sua utilizagao
seja permitida nos termos do direito da Uniao ou do direito nacional aplicavel».
Sempre que as utilizagdes infrinjam os direitos humanos e/ou sejam discriminatdrias,
serd necessario ponderar se as medidas tomadas sao proporcionais e necessarias
numa sociedade democratica. O Tribunal Europeu dos Direitos Humanos considerou
anteriormente que a utilizacdo de novas tecnologias na atividade de policiamento
nao podia ser considerada necessaria numa sociedade democratica, no contexto de

362
363
364
365
366
367
368
369
370

Regulamento sobre a IA, anexo Ill, n.2 6, alinea a).
Regulamento sobre a IA, anexo Ill, n.° 6, alinea b).
Regulamento sobre a IA, anexo I, n.2 6, alinea ).
Regulamento sobre a IA, anexo Ill, n.2 6, alinea d).
Regulamento sobre a IA, anexo lll, n.2 6, alinea e).
Regulamento sobre a IA, anexo Ill, n.2 7, alinea a).
Regulamento sobre a IA, anexo Ill, n.° 7, alinea b).
Regulamento sobre a IA, anexo Ill, n.2 7, alinea ).
Regulamento sobre a IA, anexo Ill, n.° 7, alinea d).
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elaboracao de perfis de ADN*"" e reconhecimento facial em tempo real*”2. O Tribunal,
no caso S. e Marper, observou:

A protecao conferida pelo artigo 8.° da Convencdo seria inaceitavelmente enfraquecida
se a utilizacdo de técnicas cientificas modernas no sistema de justica penal fosse per-
mitida a qualquer custo, sem uma ponderacao cuidadosa dos potenciais beneficios da
utilizacdo intensiva dessas técnicas face a interesses importantes da vida privada [...] O
Tribunal considera que qualquer Estado que reivindique um papel pioneiro no desen-
volvimento de novas tecnologias tem uma responsabilidade acrescida na procura do
equilibrio adequado a este respeito.

No que respeita a alguns sistemas de IA, existe a possibilidade de as entidades
prestadoras se autoexcluirem do regime de risco elevado, nos termos do n.° 3
do artigo 6.°. Um exemplo seria a utilizacdo de ferramentas de traducao com IA
para analisar pedidos de asilo. Esta ferramenta pode ser considerada uma «tarefa
preparatéria» para a avaliacdo, ndo se enquadrando, destarte, no ambito dos sistemas
delA derisco elevado. O desempenho inferior dessas ferramentas em determinados
idiomas®”® torna-as suscetiveis a ter efeitos discriminatérios sobre pessoas que falam
certos idiomas.

7.1.4. Obrigacoes de registo e a base de dados da UE no ambito
do Regulamento sobre alA

Os sistemas de IA de risco elevado utilizados na aplicacdo da lei, migracao, asilo e
controlo das fronteiras estao sujeitos a obrigacées de registo menos rigorosas, ao
abrigo do Regulamento sobre a IA. Em particular, as suas utilizagdes serdo registadas
na versao nao publica da base de dados da UE, nao sendo os resumos das avaliagoes
de impacto sobre os direitos fundamentais registados na base de dados.

Recomenda-se que os organismos para a igualdade e as ENDH deem prioridade a
criacdo de mecanismos para monitorizar essas utilizacoes de forma continua, através
do exercicio dos seus poderes enquanto organismos do artigo 77.° (se aplicavel) ou
através da colaboracao com as autoridades de fiscalizacdo do mercado.

7.2. Foco tematico: Educacao

7.2.1. Contexto

Os sistemas de IA e TDA podem ser utilizados em diversos dominios da educacao,
desde admissdes (ver o sistema Parcousup, utilizado na Franca para classificar
candidatas e candidatos e equilibrar a procura e a oferta no ensino superior)*

371 S. e Marper c. Reino Unido, n.° 30562/04 e 30566/04 (2008), consultar https://hudoc.echr.coe.int/
fre?i=001-90051, consultado em 11 de novembro de 2025.

372 Glukhin c. Russia, n.° 11519/20 (2023), consultar https://hudoc.echr.coe.int/eng?i=001-225655,
consultado em 11 de novembro de 2025.

373 Bhuiyan J. (2023), «Lost in Al translation: growing reliance on language apps jeopardizes some
asylum applications», The Guardian, disponivel em www.theguardian.com/us-news/2023/sep/07/
asylum-seekers-ai-translation-apps, consultado em 11 de novembro de 2025.

374 Al Law Hub (2020), French Parcoursup decision, disponivel em https://ai-lawhub.com/2020/04/16/
french-parcoursup-decision/, consultado em 11 de novembro de 2025.
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ou a avaliacdo dos resultados da aprendizagem (por exemplo, no contexto dos
exames finais do ensino secundario, no Reino Unido, em 2020)3”° até finalidades
administrativas, aprendizagem em sala de aula e acompanhamento das alunas e
alunos. Existe um foco crescente no desenvolvimento de tecnologias para alunas e
alunos com necessidades educativas especiais e de sistemas de gestdo cuja concecao é
destinada a detecao, por exemplo, do risco de suicidio ou de simpatia pelo terrorismo.
Em 2023, o Instituto dos Direitos Humanos dos Paises Baixos decidiu que uma
universidade neerlandesa nao discriminou uma estudante com base na raga ao utilizar
software antifraude.? A estudante argumentou que o software era discriminatorio
devido ao facto de o reconhecimento facial apresentar um desempenho inferiorem
estudantes com cor de pele escura devido a limitacdes técnicas.

Séo utilizadas outras tecnologias em ambientes educativos. Em Franca, a autoridade
de protecao de dados opds-se a experimentacdo com reconhecimento facial na
entrada de dois estabelecimentos de ensino secunddrio, alegando que tal utilizacao
de reconhecimento facial ndo era proporcional nem necessaria no que respeita a
legislacdo em matéria de protecdo de dados.>”” O reconhecimento facial utilizado
nas escolas suecas foi considerado uma violacao dos direitos de protecdo de dados
e dos direitos mais amplos a privacidade e a integridade da pessoa.?”® De igual
modo, a exigéncia de fornecer dados biométricos para a identificacdo e pagamento
de refeicbes foi considerada ilegal na Polénia, com base no facto de ndo haver
fundamento juridico para as medidas.>”®

7.2.2. Utilizacoes proibidas

As seguintes utilizacdes proibidas sdo de particular interesse, no contexto da educacéo:
» Alineas a) e b) do n.2 1 do artigo 5.°, sobre técnicas enganadoras,
» Alinea c) do n.° 1 do artigo 5.°, sobre a classificacdo social,

» Alineaf) don.° 1 doartigo 5.°, que proibe o reconhecimento de emoc¢des em
instituicoes de ensino;

» Alinea g) do n.° 1 do artigo 5.°, que proibe a categoriza¢do biométrica «para
deduzir ou inferir a sua raca, opinides politicas, filiacao sindical, conviccdes
religiosas ou filoséficas, vida sexual ou orientacao sexual».

375 Office for Statistics Regulation Authority (2021), Ensuring statistical models command public
confidence: Learning lessons from the approach to developing models for awarding grades in the UK in
2020, disponivel em https://osr.statisticsauthority.gov.uk/publication/ensuring-statistical-models-
command-public-confidence/, consultado em 11 de novembro de 2025.

376 Racism and Technology Center (2023), «Judgement of the Dutch Institute for Human Rights shows how
difficultitis to legally prove algorithmic discrimination», disponivel em https://racismandtechnology.
center/2023/10/17/judgement-of-the-dutch-institute-for-human-rights-shows-how-difficult-it-is-
to-legally-prove-algorithmic-discrimination/, consultado em 11 de novembro de 2025.

377 CNIL (2022), «<Expérimentation de la reconnaissance faciale dans deux lycées: la CNIL précise sa
position», disponivel em www.cnil.fr/fr/experimentation-de-la-reconnaissance-faciale-dans-deux-
lycees-la-cnil-precise-sa-position, consultado em 11 de novembro de 2025.

378 KamR Stockholm, Caso n.° 5888-20, disponivel em: https://gdprhub.eu/index.php?title=KamR_
Stockholm_-_Case_No._5888-20#, consultado em 11 de novembro de 2025.

379 CEPD (5 de margo de 2020), «Fine for processing student’s fingerprints imposed on a school».
Consultar https://edpb.europa.eu/news/national-news/2020/fine-processing-students-fingerprints-
imposed-school_en, consultado em 11 de novembro de 2025.

7. Foco tematico » Pagina 107


https://osr.statisticsauthority.gov.uk/publication/ensuring-statistical-models-command-public-confidence/
https://osr.statisticsauthority.gov.uk/publication/ensuring-statistical-models-command-public-confidence/
https://racismandtechnology.center/2023/10/17/judgement-of-the-dutch-institute-for-human-rights-shows-how-difficult-it-is-to-legally-prove-algorithmic-discrimination/
https://racismandtechnology.center/2023/10/17/judgement-of-the-dutch-institute-for-human-rights-shows-how-difficult-it-is-to-legally-prove-algorithmic-discrimination/
https://racismandtechnology.center/2023/10/17/judgement-of-the-dutch-institute-for-human-rights-shows-how-difficult-it-is-to-legally-prove-algorithmic-discrimination/
http://www.cnil.fr/fr/experimentation-de-la-reconnaissance-faciale-dans-deux-lycees-la-cnil-precise-sa-position
http://www.cnil.fr/fr/experimentation-de-la-reconnaissance-faciale-dans-deux-lycees-la-cnil-precise-sa-position
https://gdprhub.eu/index.php?title=KamR_Stockholm_-_Case_No._5888-20#
https://gdprhub.eu/index.php?title=KamR_Stockholm_-_Case_No._5888-20#
https://edpb.europa.eu/news/national-news/2020/fine-processing-students-fingerprints-imposed-school_en
https://edpb.europa.eu/news/national-news/2020/fine-processing-students-fingerprints-imposed-school_en

7.2.3. Sistemas de IA de risco elevado
» N.° 1 do anexo lll, em matéria de biometria e, em particular:

« Alinea a) do n.° 1 do anexo lll, relativa aos sistemas de identificacdo biomé-
trica a distancia;**°

» Alineab) don.°1doanexo lll, relativa a categorizacao biométrica, de acordo
com atributos ou caracteristicas sensiveis ou protegidos com base na infer-
éncia desses atributos ou caracteristicas (e que constitui uma categoria mais
ampla do que a das praticas proibidas pela alinea g) do n.° 1 do artigo 5.°).

» On.°3doanexo lll, relativo a educacdo e a formacao profissional, que abrange:

« «Sistemas de |A concebidos para serem utilizados para determinar o acesso
ou a admissdo ou a afetacao de pessoas singulares a instituicdes de ensino
e de formacao profissional de todos os niveis»;

« «Sistemas de |A concebidos para serem utilizados para avaliar os resultados
da aprendizagemy;

« «Sistemas de |A concebidos para serem utilizados para efeitos de avaliacao
do nivel de educacao adequado que as pessoas receberao ou a que poderao
ter acesso»;

« «Sistemas de IA concebidos para serem utilizados para efeitos de controlo
e detecdo de praticas proibidas por parte de estudantes durante testes».

7.2.4. Requisitos de transparéncia

» Oartigo 50.°, sobre os requisitos de transparéncia, é particularmente relevante
para o contexto educativo, onde a IA generativa e as tecnologias educativas
sdo cada vez mais utilizadas nas salas de aula para interagir diretamente com
os alunos.

7.2.5. Requisitos de registo

Os sistemas de IA de risco elevado no dominio da educacédo serdo registados na
versdo publica da base de dados pelas entidades prestadoras e pelas entidades
responsaveis pelaimplantacdo. As informacées registadas incluirdo os resumos das
avaliagdes de impacto sobre os direitos fundamentais realizadas pelas entidades
responsaveis pela implantacao.

7.3. Foco tematico: Emprego

7.3.1. Contexto

Os sistemas de IA e de TDA podem ser utilizados em diferentes fases do processo de
recrutamento e contratacao, desde a redacao de anuncios de emprego e a selecao
do publico-alvo a quem se destinam, até ao processo de recrutamento (por exemplo,
para processar curriculos, realizar entrevistas ou encontrar pessoas candidatas

380 Regulamento sobre a IA, anexo Ill, n.o 1.
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adequadas para as vagas) ou a gestao e avaliacdo de desempenho.?®' Em 2024, 98,4%
das empresas incluidas na lista da Fortune 500 utilizavam IA ou sistemas baseados
em dados na fase de contratacao.?

Muitas vezes, os sistemas de IA sao utilizados pelas entidades empregadoras sob
supervisao humana. Esta afirmacao deve ser analisada com atencao, uma vez que
a supervisao humana precisa de cumprir determinados requisitos para ser eficaz e
nunca é, por si s6, uma salvaguarda adequada dos direitos fundamentais.’®

7.3.2. Praticas proibidas

» O reconhecimento das emocdes no local de trabalho previsto na alinea f) do
n.° 1 do artigo 5.°, que pode ocorrer durante o processo de recrutamento ou
para monitorizar as emocodes da pessoa trabalhadora em causa.

» A categorizacdo biométrica para «deduzir ou inferir a sua raca, opinides politicas,
filiacao sindical, conviccbes religiosas ou filoséficas, vida sexual ou orientacéo
sexual», prevista na alinea g) do n.° 1 do artigo 5.°, que pode ser do interesse
das entidades recrutadoras ou empregadoras.

7.3.3. Praticas de risco elevado
» N.° 1 do anexo lll, em matéria de biometria e, em particular:

« A alinea a) do n.° 1 do anexo lll, relativa aos sistemas de identificacdo bio-
métrica a distancia;

» Aalineab)don.c1doanexolll, relativa a categorizagao biométrica, de acordo
com atributos ou caracteristicas sensiveis ou protegidos com base na infer-
éncia desses atributos ou caracteristicas (e que constitui uma categoria mais
ampla do que a das praticas proibidas pela alinea g) do n.° 1 do artigo 5.°).

» On.°4doanexo lll sobre o emprego, gestdo de trabalhadoras e trabalhadores
€ acesso ao emprego por conta propria. Sao abrangidos os sistemas para:

« «[N]Jo recrutamento ou na selecdo de pessoas singulares, nomeadamente para
colocar anuncios de emprego direcionados, analisar e filtrar candidaturas a
ofertas de emprego e avaliar [as candidatas e] os candidatos»®#*;

« «[A] tomada de decisbes que afetem os termos das relagcdes de trabalho, a
promocdo ou a cessacdo das relacdes contratuais de trabalho, [e decisdes
relativas a] atribuicao de tarefas com base em comportamentos individuais,
tracos ou caracteristicas pessoais, ou no controlo e avaliacdo do desempenho
e da conduta de pessoas que sao partes nessas relacdes».

381 SimonsJ.(2020), Machine learning: case studies, Institute for the Future of Work, disponivel em www.
ifow.org/publications/2020/2/24/machine-learning-case-studies, consultado em 11 de novembro
de 2025.

382 Jobscan (2024), <2024 Applicant Tracking System (ATS) usage report: key shifts and strategies for
job seekers», disponivel em www.jobscan.co/blog/fortune-500-use-applicant-tracking-systems,
consultado em 11 de novembro de 2025.

383 Green B.(2022), «The flaws of policies requiring human oversight of government algorithms», Computer
Law & Security Review, 45, p. 105681, disponivel em https://doi.org/10.1016/j.clsr.2022.105681,
consultado em 11 de novembro de 2025.
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E provével que alguns dos sistemas utilizados nestes dominios ndo sejam considerados
derisco elevado pelas entidades prestadoras nos termos do n.° 3 do artigo 6.°. A titulo
de exemplo, um sistema de IA utilizado para avaliar curriculos e cartas de motivagao
poderia ser considerado uma «tarefa preparatéria no contexto de uma avaliacaon.

7.3.4. Requisitos de transparéncia

» O artigo 50.°, sobre os requisitos de transparéncia, é particularmente relevante
no contexto do emprego, sobretudo na fase de recrutamento, onde cada vez
mais se utilizam ferramentas de IA no processo de contratacao.

7.3.5. Obrigacoes de registo e de informacao

O n.° 7 do artigo 26.° prevé uma obrigacdo de informacdo por parte das entidades
responsaveis pela implantacdo que sejam entidades empregadoras. Antes da colo-
cacdo em servico ou utilizacdo de um sistema de IA de risco elevado no local de
trabalho, estas «devem informar [as pessoas] representantes [das trabalhadoras €]
dos trabalhadores e [as trabalhadoras e] os trabalhadores [afetadas e] afetados de
que estardo [sujeitas €] sujeitos a utilizacdo do sistema de |A de risco elevado».3%

As entidades prestadoras de sistemas de IA no dominio do emprego, gestao de
trabalhadoras e trabalhadores e acesso ao emprego por conta prépria (n.° 4 do anexo
II) tém a obrigacao de registar os seus sistemas na base de dados da UE. Contudo,
esta obrigacao nao se aplica as entidades responsaveis pela implantagao que sejam
entidades privadas. Além disso, as entidades responsaveis pela implantacdo ndo tém
a obrigacdo de realizar uma avaliacdo do impacto sobre os direitos fundamentais.
Esta auséncia de obrigagdes pode dar origem a uma falta de visibilidade dos sistemas
utilizados e dos seus impactos, inclusive em grandes empresas.

7.4. Foco tematico: Servicos de seguranca
social e apoio ao emprego

7.4.1. Contexto

Inimeras agéncias publicas utilizam sistemas de IA e de TDA nos dominios dos
servicos de seguranca social e de apoio ao emprego, para determinar a elegibilidade,
calcular as prestacoes, orientar os controlos no contexto da detecao de fraudes e erros
e distribuir recursos as pessoas beneficiarias. Os sistemas de A sdo disponibilizados
a assistentes sociais e profissionais de apoio a pessoas que procuram emprego,
sendo que os robos de conversacao baseados em IA sdo cada vez mais utilizados
para interagir com as pessoas beneficiarias. A agéncia de emprego francesa France
Travail desenvolveu varios sistemas de IA no ambito do seu programa Intelligence
Emploi, incluindo o MatchFT, um robd de conversacdo que envia ofertas de emprego
a potenciais pessoas candidatas e verifica o seu interesse e elegibilidade, e o ChatFT,
um rob6 de conversacao utilizado por assistentes sociais para recuperar informacdes
das bases de dados da agéncia (info.gouv.fr 2025). No ambito do projeto IA-NAVIGATE,
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uma colaboracao entre o FARI (Instituto de Inteligéncia Artificial para o Bem Comum)
e a Agéncia Publica para o Emprego de Bruxelas, Actiris, foi realizado um inquérito
sobre a utilizacdo de ferramentas de IA por profissionais de apoio a pessoas que
procuram emprego em Bruxelas, tendo-se concluido que cerca de 60% ja tinham
utilizado ferramentas de IA no seu trabalho, principalmente para redigir relatérios,
conceber semindrios, editar curriculos e preparar entrevistas de emprego. Também se
verificou que mais de 80% nao tinham recebido quaisquer orientagdes das entidades
para as quais trabalhavam sobre a utilizacdo de ferramentas de IA (Xenidis, 2025).

Alguns destes sistemas ja foram considerados discriminatérios. A titulo de exemplo,
nos Paises Baixos, constatou-se que um sistema utilizado para prever fraudes
discriminava as pessoas beneficidrias com base na raga, origem étnica e cidadania.® A
agéncia de emprego austriaca desenvolveu o algoritmo AMS para prever as hipdteses
de emprego, a fim de alocar recursos de apoio as pessoas candidatas. O protdtipo
revelou-se discriminatério em relacdo as mulheres (em particular as maes solteiras) e
as pessoas candidatas a emprego com antecedentes migratérios.®” Na Polénia, um
sistema utilizado pela agéncia de emprego acabou por ser abandonado por ter sido
considerado inconstitucional.®8 Os sistemas de TDA e de |IA também sdo ou foram
utilizados para controlar as pessoas beneficiarias de prestacdes sociais em varios
paises, como a Franca, os Paises Baixos, a Dinamarca e a Bélgica, com resultados
discriminatérios.®®

Foi instaurado um processo no Conselho de Estado francés por OSC contra um
sistema de pontuacao de risco utilizado pelo Instituto de Seguranca Social francés
para prever riscos de fraude e erros e orientar os controlos.>*® As OSC assinalaram,
entre outros, a discriminagcdo com base no sexo, situacdo familiar, idade e deficiéncia.
As partes litigantes solicitaram ao Conselho de Estado que submetesse questdes

386 De Rechtspraak (13 de fevereiro de 2019) «SyRl legislation in breach of European Convention
on Human Rights», De Rechtspraak, disponivel em www.rechtspraak.nl/Organisatie-en-contact/
Organisatie/Rechtbanken/Rechtbank-Den-Haag/Nieuws/Paginas/SyRl-legislation-in-breach-
of-European-Convention-on-Human-Rights.aspx, consultado em 11 de novembro de 2025. O
sistema SyRI também foi considerado como tendo interferido de forma desproporcional no direito
a privacidade das utilizadoras e utilizadores finais, na medida em que tratava dados pessoais
provenientes de vérias agéncias governamentais.

387 Allhutter D et al. (2020) «Algorithmic profiling of job seekers in Austria: How austerity politics are
made effective», Frontiers in Big Data, 3, disponivel em https://doi.org/10.3389/fdata.2020.00005,
consultado em 11 de novembro de 2025.

388 Szymielewicz K. etal. (2015), «Profiling the unemployed in Poland: social and political implications
of algorithmic decision making», Fundacja Panoptykon, 2015, disponivel em https://en.panoptykon.
org/profiling-unemployed-poland-report, consultado em 11 de novembro de 2025.

389 Romain et al. (2023); Mehrotra D. et al. (2023), «Inside the suspicion machine», WIRED, disponivel
em www.wired.com/story/welfare-state-algorithms/, consultado em 11 de novembro de 2025,;
Geiger G. (2023), <How Denmark’s welfare state became a surveillance nightmare», WIRED, 7 de
marco, disponivel em www.wired.com/story/algorithms-welfare-state-politics/, consultado em
11 de novembro de 2025; Amnistia Internacional (2024), <Denmark: Al-powered welfare system
fuels mass surveillance and risks discriminating against marginalized groups — report», disponivel
em www.amnesty.org/en/latest/news/2024/11/denmark-ai-powered-welfare-system-fuels-mass-
surveillance-and-risks-discriminating-against-marginalized-groups-report/, consultado em 11
de novembro de 2025; Degrave E. (2020), «The use of secret algorithms to combat social fraud in
Belgium», European Review of Digital Administration & Law 1-2: 167-78.

390 Amnistia Internacional (2024), France: CNAF State Council Complaint, disponivel em www.amnesty.
org/fr/documents/eur21/8795/2024/en/, consultado em 11 de novembro de 2025.
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ao TJUE, incluindo no respeitante a discriminacao algoritmica indireta.>' A questao
da discriminacéo indireta e da igualdade efetiva é particularmente prevalente nos
sistemas de seguranca social.>%?

Outra questao fundamental passara por avaliar quais os sistemas que se enquadram
na definicao de sistema de IA nos termos do Regulamento sobre a IA, uma vez
que muitos sistemas utilizados na seguranca social continuam a ser relativamente
simples do ponto de vista técnico, apesar de representarem um risco significativo
para os direitos fundamentais.

7.4.2. Sistemas de IA proibidos

» A alinea c) do n.° 1 do artigo 5.9, relativa a classificacdo social, constitui uma
disposicdo crucial a ter em conta no dominio dos servicos de seguranca social
e de apoio ao emprego, onde existem varios sistemas destinados a controlar
ou orientar as pessoas beneficiarias (ver supra).

» A alinea f) do n.° 1 do artigo 5.°, sobre o reconhecimento das emocgdes no
local de trabalho, o que pode ocorrer durante o processo de recrutamento.

7.4.3. Sistemas de IA de risco elevado

O n.° 5 do anexo lll, relativo ao acesso a servicos privados essenciais e a servicos
e prestacdes publicos essenciais, bem como o usufruto dos mesmos, abrange
«[s]listemas de IA concebidos para serem utilizados por autoridades publicas, ou em
seu nome, para avaliar a elegibilidade de pessoas singulares para terem acesso a
prestagdes e servicos de assisténcia publica essenciais, incluindo servicos de cuidados
de salde, bem como para conceder, reduzir, revogar ou recuperar o acesso a tais
prestagoes e servigos» 3%

As agéncias publicas dependem de sistemas de calculo para determinar as prestagoes
das partes beneficiarias, muitas vezes através de sistemas baseados em regras.
A questdo que se coloca aqui é a de saber quais os sistemas de cdlculo que se
enquadram na definicao de sistemas de IA nos termos do Regulamento sobre a IA.,

Nos termos do artigo 6.° do Regulamento sobre a |A, as entidades prestadoras podem
autoexcluir-se do regime de risco elevado, sob determinadas condi¢des. Algumas

391 Aquestdo é a seguinte: «Sera que o tratamento de dados pessoais, cuja entidade responsavel é umal
administragao social publica a quem foi confiada uma missao de servigo publico, com o objetivo de|
estabelecer uma pontuacdo de risco para cada pessoa que utiliza o servico publico, a fim de orientar|
os controlos da administracdo, ndo constitui uma discriminacdo indireta na acecdo da Diretiva
2000/43/CE, de 29 de junho de 2000, e da Diretiva 79/7/CEE do Conselho, de 19 de dezembro de|
1978, interpretadas a luz dos artigos 20.° e 21.° da Carta, na medida em que a introdugdo desse|
tratamento resultou num aumento significativo dos controlos sobre pessoas com menos de 30,
anos, estudantes, pessoas com rendimentos baixos, pessoas economicamente inativas, pessoas
que estdo a criar uma crianga sozinhas (95% das quais séo mulheres) ou que recebem assisténcial
social?», traduzido pela Amnistia Internacional. Amnistia Internacional (2024), France: CNAF State|
Council Complaint, n.° 71, disponivel em www.amnesty.org/fr/documents/eur21/8795/2024/en/,
consultado em 11 de novembro de 2025.

392 Wachter S., Mittelstadt B., Russell C. (2020), «Bias preservation in machine learning: the legality of]
fairness metrics under EU non-discrimination law», West Virginia Law Review, 123(3), 735.
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destas condic¢des sdo suscetiveis de ser aplicadas a sistemas utilizados no dominio
da assisténcia social e da seguranca social. A titulo de exemplo, as utilizagbes na
vida real incluem a utilizacdo do processamento de linguagem natural (PLN) para
analisar o conteudo dos e-mails das pessoas candidatas,>* o que poderia ser feito
«em prepara¢ao para uma avaliagdo», ou a utilizacdo do reconhecimento 6tico de
caracteres (OCR) para ajudar a recortar, rodar e limpar as candidaturas,**® o que
poderia ser considerado uma «tarefa processual restrita». Todavia, tal como referido
noutras sec¢oes das presentes orientacoes, estas definicdes permanecem vagas e,
na auséncia de jurisprudéncia, é necessario um acompanhamento rigoroso.

7.4.4. Obrigacoes de registo

Os sistemas de IA de risco elevado no dominio da seguranca social serao registados
na versao publica da base de dados pelas entidades prestadoras e pelas entidades
responsaveis pelaimplantacao. As informacoes registadas incluirdo os resumos das
avaliacdes de impacto sobre os direitos fundamentais realizadas pelas entidades
responsaveis pela implantacao.

394 Agéncia dos Direitos Fundamentais da Unido Europeia (2020), Getting the Future Right: Artificial
Intelligence and fundamental rights, Luxemburgo: Servigo das Publicagdes da Unido Europeia, p. 32.
395 Ibidem, n.° 33.
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As administragdes publicas em toda a Europa estdo a utilizar sistemas
de inteligéncia artificial (IA) e/ou de tomada de decisdo automatizada
(TDA) numa vasta gama de dominios politicos, incluindo migracdo, bem-
estar social, justica, educacao, emprego, fiscalidade, aplicacdo da lei ou
cuidados de saude. Esses sistemas também sdo utilizados em dreas criticas
do setor privado, como a banca e os seguros. Embora os sistemas de IA e
TDA apresentem riscos significativos de discriminagao, continuam a existir
desafios na identificacdo e mitigacdo desses riscos. Assim, 0s organismos
para a igualdade e outras estruturas nacionais de direitos humanos tém um
papel fundamental na promocao da implantacdo de sistemas de IA/TDA em
conformidade com os direitos fundamentais por parte das organizagées do
setor publico. As orientagdes visam equipar os organismos para a igualdade
e outras estruturas nacionais de direitos humanos, especialmente na Unido
Europeia, para combater a discriminacdo nos sistemas de IA/TDA. Elas
atualizam-nas sobre as suas responsabilidades em relacdo ao ambiente
regulatério em mudanca — incluindo o Regulamento sobre a IA da Unido
Europeia e a Convencao-Quadro do Conselho da Europa sobre Inteligéncia
Artificial e Direitos Humanos, Democracia e Estado de Direito —, oferecem
recomendacgdes e exemplos para a aplicacdo de novas regulamentagoes
e servem como um recurso para auxiliar e aconselhar as partes nacionais
interessadas, como formuladoras/es de politicas e reguladoras/es em
direitos humanos, igualdade e nao discriminacao.
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