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4 How to prevent against discrimination in AI/ADM tools 

There are some methods which may help 

tackle or to minimize the risk of discrimination 

while using AI/ADM tools.  

Examples are human–centered solutions em-

bedded in public procurement procedures and 

algorithmic impact assessments.  

The  World Economic Forum Guidelines for AI 

procurement put forward the following 10 

principles to prevent bias or harm via 

AI/ADM. 

“Trust-worthy” AI/ADM as defined by the Eu-

ropean Commission High-Level Expert Group 

on AI includes the following principles:  human 

agency and oversight; technical robustness 

and safety; privacy and data governance; 

transparency; diversity, non-discrimination 

and fairness; societal and environmental well-

being and accountability. While planning the 

procurement these principles should also be 

taken into account.  

For example, to secure the transparency of the 

tool one of the requirements described in the 

contract notice could include an open-source 

solution, which means that external experts 

have the possibility to review software code to 

reveal potential risks of corruption. 

1. Use procurement processes that focus not on 

prescribing a specific solution but rather on 

outlining problems and opportunities and allow 

room for iteration. 

2. Define the public benefit of using AI while 

assessing risks. 

3. Align your procurement with relevant existing  

governmental strategies and contribute to their 

further improvement. 

4. Incorporate potentially relevant legislation 

and codes of practice in your RFP. 

5. Articulate the technical and administrative 

feasibility of accessing relevant data  

6. Highlight the technical and ethical limitations 

of intended uses of data to avoid issues such as 

historical data bias. 

7. Work with a diverse, multidisciplinary team. 

8. Focus throughout the procurement process on 

mechanisms of algorithmic accountability and of 

transparency norms. 

9. Implement a process for the continued 

engagement of the AI provider with the acquiring  

entity for knowledge transfer and long-term risk 

assessment. 

10. Create the conditions for a level and fair 

playing field among AI solution provider

A practical example of an introduction to Algorithmic Impact Assessment can be found in the Algo-

rithm Charter For Aotearoa New Zealand risk matrix.  The key elements of a public agency algorithmic 

impact assessment (AIA) as described in AI Now Institute Algorithmic Impact Assessments: A Practical 

Framework For Public Agency Accountability and can be seen below. 

This matrix should be used before applying the actual AIA questionnaire which helps to identify risks 

in more details and is useful to describe concrete discriminatory impact. Participants were presented 

with an example from Canada.  The AIA questionnaire consists of questions such as: 

 

 Does the recommendation 

or decision made by the sys-

tem include elements of 

discretion? 

 Does the recommendation 

or decision made by the sys-

tem include elements of 

discretion? 

 Will the Automated Deci-

sion System use personal 

information as input data? 

 What is the highest security 

classification of the input 

http://www3.weforum.org/docs/WEF_Guidelines_for_AI_Procurement.pdf
http://www3.weforum.org/docs/WEF_Guidelines_for_AI_Procurement.pdf
https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai
https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai
https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai
https://data.govt.nz/use-data/data-ethics/government-algorithm-transparency-and-accountability/algorithm-charter/#definitions
https://data.govt.nz/use-data/data-ethics/government-algorithm-transparency-and-accountability/algorithm-charter/#definitions
https://open.canada.ca/aia-eia-js/?lang=en


 

 

 -Describe what is discre-

tionary about the decision 

 -Is the system used by a dif-

ferent part of the organiza-

tion than the ones who de-

veloped it? 

 -Are the impacts resulting 

from the decision reversible 

 Is the system used by a dif-

ferent part of the organiza-

tion than the ones who de-

veloped it? 

 Are the impacts resulting 

from the decision reversi-

ble? 

 How long will impacts from 

the decision last? 

 

data used by the system? 

(Select one) 

 Who controls the data? 

 Who collected the data 

used for training the sys-

tem?  

 Who collected the input 

data used by the system? 

1. Agencies should conduct a self-assessment 

of existing and proposed automated decision 

systems, evaluating potential impacts on 

fairness, justice, bias, or other concerns across 

affected communities. 

2. Agencies should develop meaningful 

external researcher review processes to 

discover, measure, or track impacts over time; 

3. Agencies should provide notice to the public 

disclosing their definition of “automated 

decision system,” existing and proposed 

systems, and any related self-assessments and 

researcher review processes before the system 

has been acquired; 

4. Agencies should solicit public comments to 

clarify concerns and answer outstanding 

questions; and 

5. Governments should provide enhanced due 

process mechanisms for affected individuals or 

communities to challenge inadequate 

assessments or unfair, biased, or otherwise 

harmful system uses that agencies have failed 

to mitigate or correct. 

  

 

 

 

 

 

 

 

 

 

 

 

 



 

 

5 Summary 

Municipalities which want to prepare for wider implementation of AI/ADM solutions to prevent po-

tential risks of discrimination should:  

 Introduce policies on algorithms implementation which described the process and people re-

sponsible (ideally multi-disciplinary and diverse team). 

 Introduce Algorithmic Impact Assessments. 

 Introduce transparency clauses in contracts with companies delivering the software and open 

access to the source code, if not among the wide public at least among external experts. 

 Issue guidelines explaining the operation of algorithms to those who are directly impacted. 

 Elaborate on the system of reviewing AI/ADM solutions, again including the multi-disciplinary 

and diverse team). 

 Engage citizens and experts in planning procurement and implementation of AI/ADM which 

will help to identify potential risks of discrimination.  

 Involve knowledge and competencies building schemes for public officials and other munici-

pality employees involved directly or indirectly in using AI/ADM solutions.  

 


