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2 Consequences and examples of algorithmic discrimination 

A few stories illustrate the discriminatory im-

pact of some AI/ADM tools starting from the 

recent problem of A-level assessment algo-

rithm in the United Kingdom where figures 

show 39.1% of 700,000 teacher assessments 

were lowered by at least one grade and it was 

especially visible among pupils from the lowest 

socio-economic background.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

According to some judges, the most frequent 

reason behind such problems evolves from the 

fact that automatic decisions often fail to in-

clude an extensive evaluation of the circum-

stances of the case. By contrast with automatic 

decisions, civil servants can explain the back-

ground of a decision better and therefore de-

limit any dispute during the course of a review. 

Context is crucial to avoiding unwillingly biased 

decisions. 

A similar approach was shared by Eric Holder, 

former US Attorney General, who said refer-

ring to sentencing determination based on al-

gorithms that although these measures were 

crafted with the best of intentions, I am con-

cerned that they inadvertently undermine our 

efforts to ensure individualized and equal jus-

tice. This was said just after the scandal con-

nected with the COMPAS, an AI/ADM tool used 

in the United States to predict the likelihood of 

committing a future crime. The Brisha Borden 

and Vernon Prater examples revealed that  

data-driven, decision-making technologies 

used in the justice system to inform decisions 

about bail, parole, and prison sentencing are 

biased against historically marginalized 

groups  
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Further, the European Commission sees that 

certain algorithms, when exploited for predict-

ing criminal recidivism, can display gender and 

racial bias, demonstrating different recidivism 

prediction probability for women versus men or 

for nationals versus foreigners. The other ex-

ample refers to certain AI programmes for fa-

cial analysis which display gender and racial 

bias, demonstrating low errors for determining 

the gender of lighter-skinned men but high er-

rors in determining gender for darker-skinned 

women. 

This led participants to discuss further the is-

sue of statistical discrimination based on the 

following example. 

An energy supplier in Belgium refuses to 

supply electricity to persons living within a 

certain postcode area. For the energy 

supplier, this postal code area represents an 

area with many people with poor payment 

habits. Even solvent potential buyers are 

excluded from supply without taking into 

account their individual solvency.  

In this case the surrogate variable is a “place 

of residence”  

 

3 How discrimination in AI works 

Based on the report by F. Z. Borgesius (2018) 

Discrimination, artificial intelligence, and algo-

rithmic decision-making, Krzysztof Izdebski ex-

plained how AI/ADM can lead to discrimina-

tion in several ways: 

(i) how  the "target variable" and the "class 

labels" are defined; (ii) labelling the training 

data; (iii) collecting the training data; (iv) 

feature selection; and (v) proxies as well as (vi), 

AI systems can be used, on purpose, for 

discriminatory ends. 

Target variable and class labels "by exposing 

so-called "machine learning" algorithms to ex-

amples of the cases of interest (previously iden-

tified instances of fraud, spam, default, and 

poor health), the  algorithm "learns" which re-

lated attributes or activities can serve as poten-

tial proxies for those qualities or outcomes of 

interest." Such an outcome of interest is called 

a "target variable". Class labels are connected 

with target variables. Suppose a company 

wants an AI system to sort job applications to 

find good employees. How is a "good" em-

ployee to be defined? In other words: what 

should the "class labels" be? Is a good em-

ployee one who sells the most products? Or one 

who is never late at work? Borgesius writes 

that discrimination can creep into an AI system 

because of how an organisation defines the 

target variables and class labels. 

Labelling the training data An AI system might 

be trained on biased data [or] problems may 

arise when the AI system learns from a biased 

sample. Borgesius gives examples of the sys-

tem created to sort out applications for Univer-

sity. The training data for the computer pro-

gramme where the admission files from earlier 

years were gender and ethnicity biased, lead-

ing to fewer women and persons with immi-

grant background being accepted.  

Collecting the training data The sampling pro-

cedure can also be biased. For instance, when 

collecting data about crime, it could be the 

case that the police stopped more persons from 

an immigrant background in the past, leading 

the AI system to disproportionately identify 

persons of colour as potential perpetrators. 

https://ec.europa.eu/info/sites/info/files/commission-white-paper-artificial-intelligence-feb2020_en.pdf


 

 

Feature selection Suppose that an organisa-

tion wants to automatically predict which job 

applicants will be good employees. It is not pos-

sible, or at least too costly, for an AI system to 

assess each job applicant completely. An or-

ganization could focus, for instance, on certain 

features, or characteristics, of each job appli-

cant. By selecting certain features, the organi-

sation might introduce bias against certain 

groups. 

Proxies: Some data that are included in the 

training set may correlate with protected char-

acteristics. (…) The training data do not contain 

information about protected characteristics 

such as skin colour. The AI system learns that 

people from a certain postal code were likely to 

default on their loans and uses that correlation 

to predict defaulting. Hence, the system uses 

what is at first glance a neutral criterion (post-

code) to predict defaulting on loans. But sup-

pose that the postcode correlates with racial 

origin. In that case, if the bank acted on the ba-

sis of this prediction and denied loans to the 

people in that postcode, the practice would 

harm people from a certain racial origin. The 

organisation could also intentionally use prox-

ies to discriminate on the basis of racial origin. 

 


