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Foreword

More than a decade elapsed between the moment Karl Benz unveiled his Patent-
Motorwagen Nummer 1 in 1886, a three-wheeled carriage powered by gas considered to be
the first production automobile in history, and the first attempts to regulate traffic by law
in the early years of the 20th century. Due to the rapid proliferation of automobiles on the
roads and the problems that came with it (notably road accidents), governments were
forced both to improve the road infrastructure and, very importantly, to regulate traffic.

As at many other times in history, the unwanted side effects of an emerging
technology - or, more specifically, of the applications it brought with it - forced the
European legislator to introduce new rules. Video-sharing platforms (VSPs) are no
exception. When the initial Audiovisual Media Services Directive 2010/13/EU* (AVMSD) was
adopted in 2010, VSPs were not included in its regulatory scope simply because they did
not play such a prominent role in our lives as they do today. As an example of the evolution
of these services, YouTube went from around 65 000 videos uploaded daily and circa 20
million unique users per month in 20062 to 2.3 billion unique users a month and more than
500 hours of new content uploaded every minute in 2021.> And together with this
overwhelming expansion, a number of unwanted side effects appeared: content harmful to
minors, hate speech, disinformation, etc. Side effects that required regulation.

VSPs became subject to a certain degree of regulation on the occasion of the
revision of the AVYMSD in 2018.* While they were not considered eligible for the same kind
of rules and obligations applicable to audiovisual media services with full editorial
responsibility, the EU institutions deemed it necessary to engage them more actively in the
control and moderation of their content. Just as, more than a century ago, speed Llimits,
street signs and traffic lights became necessary, under the revised AVYMSD, VSPs will have
to fulfil certain rules and obligations related to the protection of minors from harmful
content and of the general public from illegal content and content that incites violence or
hatred. These range from flagging mechanisms to media literacy tools, to adapting the
services’ terms and conditions. Moreover, this will also have consequences for national
regulatory authorities under whose purview VSPs will now fall.

It is against this general background that the European Commission has requested
the European Audiovisual Observatory to prepare a mapping report on how the rules
applicable to VSPs have been transposed into national legal frameworks.

The mapping report you are about to read tracks the measures in place to address
illegal and harmful content online and will be followed by a second mapping report
concerning the rules on commercial communications.

The report includes a pan-European comparative analysis, detailed country profiles,
as well as the perspective of industry stakeholders. It reflects the state of play as at May

! https://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=0J::2010:095:0001:0024:EN:PDF
2 https://usatoday30.usatoday.com/tech/news/2006-07-16-youtube-views_x.htm
3 https://www.globalmediainsight.com/blog/youtube-users-statistics/

4 https://eur-lex.europa.eu/eli/dir/2018/1808/0j
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2021, with the transposition process of the AVYMSD still ongoing in many countries. The
report therefore considers both existing rules and practices and newly introduced
legislation which in many cases was not yet fully operational at the time of writing.

Such a complex and scattered legal snapshot could not have been achieved without
the invaluable contribution of the following contributors: our national experts, who helped
us gather the relevant information; our co-ordinating experts Jean-Frangois Furnémont and
Asja Rok$a-Zubcevi¢, who helped us structure and analyse the legal framework; a number
of VSPs which shared valuable information on the systems they have put in place; and the
media regulators across the European member states, who assisted us in checking the
accuracy of the information. | would like to thank them all.

Strasbourg, October 2021

Maja Cappello
Head of the Department for Legal Information

European Audiovisual Observatory
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MAPPING OF NATIONAL RULES APPLICABLE TO VIDEO-SHARING PLATFORMS:
ILLEGAL AND HARMFUL CONTENT ONLINE

1. Executive summary

1.1. Project objective

Following the adoption of the revised Audiovisual Media Services Directive 2018/1808¢
(revised AVMSD), the European Commission asked the European Audiovisual Observatory
(the Observatory) to prepare a mapping report on the legal framework and current practices
relating to the regulation of video-sharing platforms (VSPs), with regard to the protection
of minors from harmful content and of the general public from illegal content and content
that incites violence or hatred.

The geographical scope covers the EU member states and the UK, which was still
part of the Creative Europe programme at the time of the mapping. The Norwegian
Government has contributed resources to include Norway in the mapping.

Although member states had to implement the provisions by 19 September 2020,
the process is still ongoing in a number of countries.

1.2. Key findings

1.2.1. General approach

The transposition of the revised AVYMSD at this point has resulted in the adoption of relevant
legislation in each country which very much corresponds to the provisions of the revised
AVMSD itself. There has not been much further elaboration or introduction of stricter
obligations for VSPs.

However, the full extent of the transposition will depend on the adoption of
subsequent secondary legislation. In some cases, this will happen in the period following
the publication of this report and it will then be possible to draw up a comprehensive
overview of the regulatory regime applicable to these services. For example, the Irish
legislative act is in draft form at the time of writing this report. This piece of legislation,
applicable to Ireland as a member state which has jurisdiction over major VSP actors
offering services in Europe, envisages that the new lIrish regulatory authority, foreseen by

> Directive (EU) 2018/1808 of the European Parliament and of the Council of 14 November 2018 amending
Directive 2010/13/EU on the coordination of certain provisions laid down by law, regulation or administrative
action in Member States concerning the provision of audiovisual media services (Audiovisual Media Services
Directive) in view of changing market realities, https://eur-lex.europa.eu/eli/dir/2018/1808/0j.
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the draft legislation, will have responsibility concerning all obligations and measures for
VSPs, but the details still remain to be seen.

1.2.1. Definitions

The definitions related to video-sharing platforms (VSP service, VSP provider and user-
generated video) provided for in the revised AVYMSD are a notable inspiration for national
legislation: it is clear that these definitions have, almost exclusively, been transposed
verbatim or using similar wording to the revised AVYMSD.

When it comes to the notions of “principal purpose”, “dissociable section” and
“essential functionality” of a VSP service (referred to in the definition of the VSP service
itselfs and further explained in the European Commission’s Guidelines on VSPs),” it is clear
that the territories covered either refer to the aforementioned guidelines for further clarity
of the terms or provide explanatory details in legislative preparatory documents or
secondary legislation.

1.2.2. Obligations and measures

The obligations of VSPs identified by the revised AVMSD include the adoption and
implementation of appropriate measures applicable to programmes, user-generated videos
and audiovisual commercial communications for the purpose of the protection of minors
and the general public from certain content (such as hate speech and content which may
impair the physical, mental or moral development of minors), as well as obligations related
to certain aspects of commercial communications.® And indeed one may observe that the
vast majority of the provisions of the revised AVYMSD have been included in the national
legislation of the various countries concerned.

Besides the prohibition of certain content (the most harmful and detrimental), and
the prohibition of the use of personal data of minors for commercial purposes, the emphasis
is placed on the implementation of technical measures and flagging/notification systems,

6 A video-sharing platform is defined by Article 1 (1) (b) (aa) of the revised AVMSD as “a service as defined by
Articles 56 and 57 of the Treaty on the Functioning of the European Union, where the principal purpose of the
service or of a dissociable section thereof or an essential functionality of the service is devoted to providing
programmes, user-generated videos, or both, to the general public, for which the video-sharing platform
provider does not have editorial responsibility, in order to inform, entertain or educate, by means of electronic
communications networks within the meaning of point (a) of Article 2 of Directive 2002/21/EC and the
organisation of which is determined by the video-sharing platform provider, including by automatic means or
algorithms in particular by displaying, tagging and sequencing.” (emphasis added).

7 Communication from the Commission Guidelines on the practical application of the essential functionality
criterion of the definition of a ‘video-sharing platform service’ under the Audiovisual Media Services Directive,
https://eur-lex.europa.eu/legal-
content/EN/TXT/?uri=uriserv:0J.C_.2020.223.01.0003.01.ENG&toc=0J:C:2020:223:TOC.

8 See Article 28b of the AVMSD.
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as well as the obligation to ensure that effective systems are provided to handle and resolve
user complaints.

Regarding the practicability of the measures imposed on VSPs,? a significant number
of countries apply the criteria mentioned in the revised AVYMSD. However some countries
offer further criteria, such as prejudice and the illegality of content, the scope of VSPs or
stipulate that the provider must exercise limited control over communications and any
other measures which have been taken or are to be taken. In some instances, it is stated
that the national regulatory authority and/or government can issue further guidance.

1.2.3. Requlation and enforcement

The relevant national regulatory authority has indeed a role to play in the assessment of
the VSP measures, their supervision and enforcement, dispute resolution (in some
instances), as well as in contributing to and developing self- and co-regulatory mechanisms,
identified and relied upon to a much larger extent now.

Media and information literacy activities are called for, both in terms of obligations
for VSPs, but they are also understood as activities to be undertaken by wider societal
stakeholders, including by the relevant national regulatory authorities.

It should, however, be emphasised that, in some cases, the establishment of new
regulatory bodies is envisaged, either through mergers or by the integration of existing
regulatory structures into new bodies.

As some aspects of the scope of the legislation encompass areas covered by other
public institutions (e.g. data protection), it is clear that co-operative arrangements will be
particularly important in order to ensure the smooth and effective application of the
relevant rules.

Extremely valuable insight into the implementation of relevant rules has been
provided by the relevant national regulatory authorities especially for the purpose of this
report. Besides identifying challenges from the perspective of these institutions, what
appears to be central is the need for enhanced cooperation between media regulatory
bodies, especially international cooperation, reflecting the mainly cross-border nature of
the services offered by the VSPs themselves.

° See Article 28b(3) of the AVYMSD: “Member States shall ensure that all video-sharing platform providers under
their jurisdiction apply such measures. Those measures shall be practicable and proportionate, taking into
account the size of the video-sharing platform service and the nature of the service that is provided.” (emphasis
added).
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2. Methodology and structure of the
mapping report

2.1. Project objective

The revision of the Audiovisual Media Services Directive® (revised AVYMSD), was proposed
by the European Commission in May 2016, in order to ensure a fairer regulatory
environment for the entire audiovisual sector, strengthen the protection of minors and
reinforce the battle against hate speech in all audiovisual content, promote European
audiovisual productions and guarantee the independence of audiovisual regulators. It was
adopted in 2018, extending the scope of application of the 2010 AYSMD to cover video-
sharing platforms (VSPs) for the first time.

The European Commission asked the European Audiovisual Observatory (the
Observatory) to prepare a mapping report on the legal framework and current practices
relating to requlation of VSPs with regard to the protection of minors from harmful content
and of the general public from illegal content and content that incites violence or hatred.
The geographical scope covers the EU member states and the UK, which was still part of
the Creative Europe programme at the time of the mapping. Norway has been included
thanks to separate financing from the Norwegian Government.

The original deadline to implement the provisions of the AVMS Directive by 19
September 2020 was not met by a number of countries and is still ongoing in some. The
national data for this report covers the relevant information up to May 2021, when the
collection of the national factsheets was finished, in order to prepare the comparative
analyses.!t

This report aims at identifying the different laws, rules and current practices, as well
as ongoing reforms implementing the AVYMS Directive, in the EU member states, the UK and
Norway relating to the protection of minors from harmful content and the protection of the
general public from illegal content and content that incites violence and hatred on VSPs,
including, but not limited to:

B legal definition of VSPs in existing legislation;
B categories of obligations;

10 Directive (EU) 2018/1808 of the European Parliament and of the Council of 14 November 2018 amending
Directive 2010/13/EU on the coordination of certain provisions laid down by law, regulation or administrative
action in member states concerning the provision of audiovisual media services (Audiovisual Media Services
Directive) in view of changing market realities, available at https://eur-lex.europa.eu/eli/dir/2018/1808/0j

11 As the original deadline for member states to implement the provisions of the AVMS Directive by 19
September 2020 was not met by a number of administrations, the collection of relevant national data for this
report was extended until May 2021, in order to obtain the latest information and include it in this publication.
See https://ec.europa.eu/commission/presscorner/detail/en/ip_20_2165
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B national instruments already in place to transpose/implement the new
obligations;

B overview of the main issues faced by stakeholders, including platforms and
national authorities.

The mapping includes the information from 27 EU member states (including the French and
Flemish speaking communities of Belgium), as well as the United Kingdom and Norway,
totalling 30 national responses.

2.2. Methodology

The methodology adopted by the Observatory is centred around the collection and analysis
of national data, done by means of a standardised and pre-approved questionnaire designed
by the Observatory, submitted for completion by national experts, and in turn checked by
the relevant national regulatory authorities, who also provided their input relative to the
main regulatory challenges in this regard. In addition, the Observatory approached several
industry stakeholders so as to gather their views on the topic.

The methodology can be summed up as follows:

B the choice of the international experts to provide assistance throughout the
mapping and the elaboration of a comparative analysis;

B the choice of a pool of national experts; mainly academics and independent
researchers and consultants;

B the elaboration of a standardised questionnaire filled in by each national
expert; one questionnaire per country was completed, with the exception of
Belgium, where a questionnaire was completed for both the French and the
Flemish Communities; and questionnaire responses cross-checked by the
relevant national regulatory authorities;

B the preparation of a short questionnaire for relevant national regulatory
authorities relevant to the identification of regulatory aspects;

B the preparation of a short questionnaire for industry stakeholders to identify
their progress so far, the obstacles they encountered on the way and their
concerns.

The questionnaire aimed at identifying, for each country, the different laws, rules and
current practices, as well as ongoing reforms implementing the revised AVMSD, in the EU
member states, Norway and the UK relating to the protection of minors from harmful
content and the protection of the general public from illegal content and content that
incites violence and hatred on VSPs. It also aimed at identifying certain obligations of the
VSPs around commercial communications, including, but not limited to the legal definition
of VSPs in existing legislation and categories of obligations, together with an overview of
the main issues faced by stakeholders, including platforms and national authorities.
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2.3. Structure of the report

The national summaries are structured around five sections:

the first section provides the definition given by each national lawmaker of
the key concepts for the present study, which are: VSP service, VSP provider
and user-generated video; “principal purpose”, “dissociable section” and
“essential functionality” of a VSP service;

the second section provides an overview of the measures to be put in place
by VSPs related to the protection of minors and the general public and
certain obligations related to commercial communications, measures being
inclusive of; adapting terms and conditions of the VSP service; measures
regarding commercial communications; measures allowing users to report
or flag content and explaining what effect has been given to reporting and
flagging; measures regarding content which may impair the physical,
mental or moral development of minors: measures regarding the handling
and resolution of users' complaints; measures regarding media literacy;
measures regarding the processing of personal data of minors for
commercial purposes;

the third section provides an insight into other relevant provisions with
regards to the protection of minors, including provisions related to
commercial communications and/or minors’ exposure to advertising for
alcohol products and foods high in fat, sugar and salt in commercial
communications;

the fourth section provides information on the practical aspect of the
implementation of applicable rules, including information on: regulation
and enforcement, regulatory bodies in charge, the existence of a
notification/registration system; compliance, enforcement and sanctioning
powers; the development of self- or co-regulatory codes or schemes; out-
of-court redress mechanisms for users; rights of users before the courts;
section five provides for the views and opinions of the national regulatory
authorities on anticipated regulatory challenges, experience in regulating
VSPs prior to adoption of the revised AYMSD, as well as on the issue of
cross-border cooperation.

The comparative legal analysis mirrors the structure of the national legal summaries and
provides an analysis aimed at highlighting the trends and patterns in the approach of
national administrations towards the newly introduced obligations for VSPs.

In order to provide a comprehensive overview of the applicable legislation, this
report presents the status of the relevant laws and groups them into those already adopted
and those still in the legislation adoption procedure.*

12 1t should be noted that this information is to be regarded from the time of preparation of the national
factsheets (by the end of May 2021) found in the annex to this report, which might not be fully up to date in
terms of the adoption procedures.
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In that respect, there are 12 legislative proposals in the adoption procedure (CY, CZ, EE, ES,
HR, IE, IT, MT, PL, RO, SI, NO, SK), while 18 cases report the finalisation of the transposition
process (AT, BE FR, BE NL, BG, DE, DK, FI, FR, GB, GR, HU, LT, LU, LV, MT, NL, PT, SE). Some
matters will be further dealt with through secondary legislation, which will be forthcoming.

It should be noted that this number also includes Norway, where the provisions of
the revised AYMSD related to VSPs have not yet been implemented as per the European
Economic Area (EEA) agreement, but the Norwegian Government has produced an EEA
position note on the changes in the AVMS Directive.’> In case the revised AVMSD is to be
incorporated, the Norwegian Government has signalled the changes needed in the
aforementioned laws, while, in parallel to the implementation of the AVMSD, the
Norwegian Government appointed in 2020 the Freedom of Expression Commission to
review the social, technological, legal and economic frameworks for freedom of expression
in today’s society. The Commission’s report in the form of an Official Norwegian Report is
to be presented to the Ministry of Culture by 1 March 2022.

For the purpose of this report, the country acronyms in all the tables are marked
differently according to the transposition legislation status; hence, cases in which the
legislation is adopted are marked in bold, while those where the legislation is pending
adoption are left unmarked.

13 https://www.regjeringen.no/no/sub/eos-notatbasen/notatene/2016/juni/forslag-til-endringer-i-amt-
direktivet-/id2503512/.
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3. Comparative legal analysis

The comparative analysis looks at the approach that the covered territories took in adopting
the regulatory framework for VSPs, starting from a review of the status of related
legislation, whether adopted or still pending adoption. It looks into the definition of the
related terms, followed by an overview of the obligations imposed on VSP providers,
bearing in mind in particular the obligations relative to the protection of minors, the general
public and commercial communications. It then moves on to an examination of the
practicability of the measures imposed on VSP providers, in terms of identifying the relevant
regulatory body in charge of regulation, registration/notification systems envisaged for
VSPs, in addition to the levels of compliance, enforcement and sanctioning powers, the
self- or co-regulatory codes or schemes and redress mechanisms available for users of VSP
services. Finally, the analysis offers a reference pool of relevant national studies and
research activities on the topic of regulation of VSPs.

3.1. Definitions and scope

Definitions of concepts related to VSPs, found in the AVMSD include:

W VSP service;

VSP provider;

user-generated video;

“principal purpose” or “dissociable section” of a VSP service;

|
[
||
B “essential functionality” of a service.
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Figure 1. Share of affirmative responses for the presence of each definition among the territories
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Source: Analysis of the responses to the European Audiovisual Observatory standardised questionnaire

Table 1. Overview of existence of relevant definitions

“Principal “Dissociable “Essential
User- purpose” or | section” of a | functionality”
VSP service | VSP provider | generated “dissociable | VSP service of a service
video section” of a
VSP service
AT Yes Yes Yes No No No
BEFR | Yes Yes Yes No Yes Yes
BENL | Yes Yes Yes Yes Yes Yes
BG Yes Yes Yes No No No
cy Yes Yes Yes No No No
(4 Yes Yes Yes No No Yes
DE Yes Yes Yes No No No
DK Yes Yes Yes No No No
EE Yes Yes Yes No No No
ES Yes Yes Yes No No No
Fl Yes Yes Yes No No No
FR Yes No No No No No
GB Yes Yes No Yes Yes Yes
GR Yes Yes Yes No No No
HR Yes No Yes No No No
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“Principal “Dissociable “Essential
User- purpose” or | section” of a | functionality”
VSP service | VSP provider | generated “dissociable | VSP service of a service
video section” of a
VSP service
HU Yes Yes Yes No No No
IE Yes No Yes No No No
IT Yes Yes No No No No
LT Yes Yes Yes No No No
LU Yes Yes Yes No No No
Lv Yes No Yes No No No
MT Yes Yes Yes No No No
NL Yes Yes Yes No No No
NO Yes No Yes No No No
PL Yes Yes Yes No No Yes
PT Yes Yes Yes No No Yes
RO Yes Yes Yes No No No
SE Yes Yes Yes No No No
Sl Yes Yes Yes No No No

It is expected that the wording of the provisions will closely follow the wording of the
relevant articles of the AVMSD

Source: Analysis of the responses to the European Audiovisual Observatory standardised questionnaire

3.1.1. VSP service

Article 1 (1) (b) (aa) of the revised AVYMSD offers the following definition of a VSP service:

a service as defined by Articles 56 and 57 of the Treaty on the Functioning of the European
Union, where the principal purpose of the service or of a dissociable section thereof or an
essential functionality of the service is devoted to providing programmes, user-generated
videos, or both, to the general public, for which the video-sharing platform provider does
not have editorial responsibility, in order to inform, entertain or educate, by means of
electronic communications networks within the meaning of point (a) of Article 2 of Directive
2002/21/EC and the organisation of which is determined by the video-sharing platform
provider, including by automatic means or algorithms in particular by displaying, tagging
and sequencing.

The identical definition as provided for in the revised AVMSD is found in 20 cases (AT, BE
FR, BE NL, BG, CY, DK, ES, FI, HR, IE, IT, LT, LU, LV, MT, NO, PL, RO, SI, SK)** or corresponding
toitinfive cases (FR, GB, NL, PT, SE). Some variants are found in, e.g. the German definition,
which defines video-sharing services, without reference to platforms, due, according to the

4 In the case of Slovakia, all data on definitions in this section are based on expected definitions which have
not yet been published.
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explanatory memorandum, to the avoidance of unnecessary overlaps with the regulations
on media platforms and user interfaces. In other cases, this was due to the definition of a
VSP service falling under the scope of the information society (EE), or determining that this
type of service is commercial in its nature and is performed on a regular basis for economic
purposes (HU); in the case of Greece there was an additional wording in order to clearly
determine the scope of applicability to social networks.

Table 2. Definition of a VSP service'®

-

AT Identical to the text of the AVMSD
BE FR Identical to the text of the AVMSD
BE NL Identical to the text of the AVMSD

BG Identical to the text of the AVMSD
cy Identical to the text of the AVMSD
7 A VSP service is defined as the information society service of a platform for sharing

video recordings, with the rest of the definition corresponding to the AYMSD
The VSP service definition defines video-sharing services, without reference to

DE platforms, due, according to the explanatory memorandum, to the avoidance of
unnecessary overlaps with the regulations on media platforms and user interfaces
DK Identical to the text of the AVMSD

A VSP service is defined as the information society, while the rest of the definition

EE corresponds to the text of the AVYMSD

ES Identical to the text of the AVMSD

Fl Identical to the text of the AVMSD

FR Closely matches the text of the AVMSD

GB Corresponding to the text of the AVYMSD

GR Wording added to the AVMSD definition in order to clearly determine the scope of

applicability to social networks
HR Identical to the text of the AVMSD
Addition to the definition from the AVMSD in order to make clear that this type of service

HU . o . . .
is commercial in its nature and is performed on a regular basis for economic purposes

IE Identical to the text of the AVMSD

IT Identical to the text of the AVMSD

LT Identical to the text of the AVMSD

LU Identical to the text of the AVMSD

Lv Identical to the text of the AVMSD

MT Identical to the text of the AVMSD

NL Closely matches the text of the AVYMSD

NO Identical to the text of the AVMSD

PL Identical to the text of the AVMSD

5 Note that the difference between the legislative provisions which are identical to the text of the AVYMSD and
those corresponding to it is predominantly in the linguistic and national legal-writing styles, but the context of
the provisions is consistent with the text of the AVMSD.
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-

PT Closely matches the text of the AVMSD
RO Identical to the text of the AVMSD
SE Closely matches the text of the AVMSD
Sl Identical to the text of the AVMSD

It is expected that the wording of the provisions will closely follow the wording of the

3K relevant articles of the AVYMSD

Source: Analysis of the responses to the European Audiovisual Observatory standardised questionnaire

3.1.2. VSP provider

Article 1 (1) (e) (da) of the revised AVMSD defines a VSP provider as: “the natural or legal
person who provides a video-sharing platform service”.

In 19 cases (AT, BE FR, BE NL, BG, CY, DK, EE, ES, FI, GB, HU, IT, LT, LU, MT, NL, RO,
Sl, SK), the definition of the VSP provider is identical to that in the revised AVMSD, or closely
matching it (PT). Variations in terms of lacking the distinction between a natural and legal
person (therefore covering both) are found in three cases (CZ, DE, SE), or in terms of
emphasising that VSP services do not have general control over what videos are available,
but over the manner in which videos are organised (GR), and in one case the definition
includes commercial partnership along with a distinction between a natural and legal
person (PL). Four cases (FR, HR, IE, LV) do not provide for the definition of a VSP provider
in the transposition legislation.

Table 3. Definition of a VSP provider

- VSP provider

AT Identical to the text of the AVMSD
BE FR Identical to the text of the AVMSD
BE NL Identical to the text of the AVMSD

BG Identical to the text of the AVMSD
cy Identical to the text of the AVMSD

The definition includes references to services provided via platforms for sharing video
cz recordings, and lacks any distinction between a natural and a legal person (therefore

covering both)
The definition lacks any distinction between a natural and a legal person (therefore

DE covering both)

DK Identical to the text of the AVMSD

EE Identical to the text of the AVMSD

ES Identical to the text of the AVMSD

FI Identical to the text of the AVMSD

FR No definition specified in the transposition legislation
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- VSP provider

GB Identical to the text of the AVMSD
Indicates that the person providing these services does not have general control over

GR what videos are available, but does have general control over the manner in which videos
are organised

HR No definition specified in the transposition legislation

HU Identical to the text of the AVMSD

IE No definition specified in the transposition legislation

IT Identical to the text of the AVMSD

LT Identical to the text of the AVMSD

LU Identical to the text of the AVMSD

Lv No definition specified in the transposition legislation

MT Identical to the text of the AVMSD

NL Identical to the text of the AVMSD

NO EEA process pending
The definition closely matches the text of the AVMSD and adds commercial partnership

PL along with a distinction between a natural and legal person

PT Closely matches the text of the AVMSD

RO Identical to the text of the AVMSD

SE The definition lacks any distinction between a natural and legal person (therefore

covering both)
Sl Identical to the text of the AVMSD
It is expected that the wording of the provisions will closely follow the wording of the

3K relevant articles of the AVMSD

Source: Analysis of the responses to the European Audiovisual Observatory standardised questionnaire.

3.1.3. User-generated video

In Article 1 (1) (d) (ba) of the revised AVMSD, user-generated video is defined as:

a set of moving images with or without sound constituting an individual item, irrespective
of its length, that is created by a user and uploaded to a video-sharing platform by that user
or any other user.

In the vast number of cases (20), the definition offered by the revised AVYMSD is transposed
verbatim (AT, BG, CY, DE, DK, EE, ES, GR, HR, HU, LT, LU, LV, NL, PL, PT, RO, SE, SI, SK),
while in two cases (IE, MT), the definitions closely match it, but are specifically related to
user-generated content. In one case, the term “video” is defined so as to include
programmes and user-generated videos (GB), while another legislative piece (FR) provides
no definition but makes reference to “user-generated content”. Norway includes the
definition of user-generated content in broadcasting-related legislation.
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Table 4. Definition of user-generated video

- User-generated video

AT Identical to the text of the AVMSD
BEFR | Closely matches the text of the AVMSD
The definition provides for the understanding of the term by including a reference to “a

BE NL . »
series of sounds

BG Identical to the text of the AVMSD

cy Identical to the text of the AVMSD

cz Defines user-generated video as recordings, while the rest of the definition corresponds
to the text of the AVMSD

DE Identical to the text of the AVMSD

DK Identical to the text of the AVMSD

EE Identical to the text of the AVMSD

ES Identical to the text of the AVMSD

I Defines user-generated video by using the word “unit”, with the rest of the definition
corresponding to the text of the AVMSD

FR No definition, but the Law on freedom of communication (1986) mentioned “user-
generated content”

GB The term “video” is defined so as to include programmes and user-generated videos

GR Identical to the text of the AVMSD

HR Identical to the text of the AVMSD

HU Identical to the text of the AVMSD

IE Provides for the definition of user-generated content, otherwise closely matches the text
of the AVMSD

IT Adoption of relevant legislation pending

LT Identical to the text of the AVMSD

LU Identical to the text of the AVMSD

Lv Identical to the text of the AVMSD

MT Provides for the definition of user-generated content, with the rest of the definition
corresponding to the text of the AVYMSD

NL Identical to the text of the AVMSD
Broadcasting-related legislation defines user-generated content as utterances that a

NO media user has published outside the editor's management and control. For further
details, EEA process pending.

PL Identical to the text of the AVMSD

PT Identical to the text of the AVMSD

RO Identical to the text of the AVMSD

SE Identical to the text of the AVMSD

Sl Identical to the text of the AVMSD

K It is expected that the wording of the provisions will closely follow the wording of the

relevant articles of the AVMSD

Source: Analysis of the responses to the European Audiovisual Observatory standardised questionnaire
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3.1.4. “Principal purpose”, “dissociable section” and
“essential functionality” of a VSP service

The terms “principal purpose”, “dissociable section” and “essential functionality” of a VSP
service are found in the definition of the service itself. Recital (3) of the revised AYMSD
clarifies the terms and explains that the obligations put forward are applicable:

only to those services the principal purpose of which is the provision of programmes in order
to inform, entertain or educate. The principal purpose requirement should also be considered
to be met if the service has audiovisual content and form which are dissociable from the
main activity of the service provider, such as stand-alone parts of online newspapers
featuring audiovisual programmes or user-generated videos where those parts can be
considered dissociable from their main activity. A service should be considered to be merely
an indissociable complement to the main activity as a result of the links between the
audiovisual offer and the main activity such as providing news in written form. As such,
channels or any other audiovisual services under the editorial responsibility of a provider
can constitute audiovisual media services in themselves, even if they are offered on a video-
sharing platform which is characterised by the absence of editorial responsibility.

Recital (5) of the revised AVYMSD explains these terms in reference to the applicability of
their scope vis-a-vis social media services, while emphasising that:

..the aim is not to regulate social media services as such, a social media service should be
covered if the provision of programmes and user-generated videos constitutes an essential
functionality of that service. The provision of programmes and user-generated videos could
be considered to constitute an essential functionality of the social media service if the
audiovisual content is not merely ancillary to, or does not constitute a minor part of, the
activities of that social media service.

The European Commission issued guidelines on VSPs,'s with the aim of ensuring clarity,
effectiveness and consistency of implementation of the revised AVMSD, relative to the
practical application of the essential functionality criterion of the definition of a VSP
service. The guidelines offer recommendations and criteria for the identification of VSP
services, with the explanation of the terms stemming from the definition of such services

in terms of the “principal purpose”, “dissociable section” and “essential functionality”.

With this in mind, it is clear that the majority of the covered territories opted out of
providing definitions for these terms, or, provided the explanatory details regarding
applicability in preparatory documents (BE FR, BE NL, FI, SE) for the primary legislation (GB,
LV). In two cases (BE NL and Sl), the pieces of legislation refer to the EC guidelines on VSPs,
which are to be the guiding principle in the application of the rules. Two member states

16 Communication from the Commission: Guidelines on the practical application of the essential functionality
criterion of the definition of a ‘video-sharing platform service’ under the Audiovisual Media Services Directive,
available at https://eur-lex.europa.eu/legal-
content/EN/TXT/?uri=uriserv:0J.C_.2020.223.01.0003.01.ENG&toc=0J:C:2020:223:TOC.
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(CZ, EE) combined a reference to the regulatory authority’s guidelines or legislative
preparatory acts with a reference to the EC guidelines on VSPs. In one case (PT), a definition
of one of the concepts, that of “essential functionality” alone, is provided for in the
legislation. Some explanatory notions on interpretation of these concepts are provided for
in one case (PL).

Table 5. Definition of “principal purpose”, “dissociable section” or “essential functionality”

- Definition of “principal purpose”, “dissociable section” or “essential functionality”

AT No definition specified in the transposition legislation

BE FR | No definition, but the commentary to the primary legislation provides guidance to the term
No definition, but the explanatory memorandum to the legislation provides for additional

BENL | insightinto this, intended to focus the applicability of the concept to social media services
by referring to the EC guidelines on VSPs

BG No definition specified in the transposition legislation

cy No definition specified in the transposition legislation
The reference to “essential functionality” is derived from the definition of the VSP service

(4 and reference to the EC guidelines on VSPs and those which are to be published by the
media regulatory authority

DE No definition specified in the transposition legislation

DK No definition specified in the transposition legislation

EE Explanatory memorandum provides for the definition of some provisions on essential

functionality and refers to the EC guidelines on VSPs
ES No definition specified in the transposition legislation
No definition, but the definition from the AVMSD has been included in the government

Fi legal proposal’s explanatory documentation
FR No definition specified in the transposition legislation
GB Terms referred to in national regulator’s guidelines
GR No definition specified in the transposition legislation
HR No definition specified in the transposition legislation
HU No definition specified in the transposition legislation
IE No definition specified in the transposition legislation
IT No definition specified in the transposition legislation
LT No definition specified in the transposition legislation
LU No definition specified in the transposition legislation
LV The national regulatory authority is tasked with preparing the guidelines intended to, inter
alia, provide definitions of these concepts
MT No definition specified in the transposition legislation
NL No definition specified in the transposition legislation

NO EEA process pending

No definition specified in the transposition legislation, but it stipulates that account shall
be taken of the relationship between the audiovisual content and the principal economic
activity, the quantitative and qualitative importance of the audiovisual content for that
service, the means by which the audiovisual content generates revenue and the availability
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Definition of “principal purpose”, “dissociable section” or “essential functionality”

within the service of tools designed to increase the visibility or the attractiveness of the
audiovisual content

PT Legislation provides for the definition of “essential functionality”

RO No definition specified in the transposition legislation

SE No definition specified in the transposition legislation, but referred to in legislation
preparatory materials

S| Reference is made to the EC guidelines on VSPs, stipulating that in case of doubt, the EC
guidelines shall be observed

K It is expected that the wording of the provisions will closely follow the wording of the

relevant articles of the AVMSD

Source: Analysis of the responses to the European Audiovisual Observatory standardised questionnaire

3.2. Obligations and measures

According to Article 28b (1) of the revised AYMSD, member states must ensure that VSP
providers under their jurisdiction take appropriate measures relative to programmes, user-
generated videos and commercial communications in order to protect minors from content
that may impair their physical, mental or moral development, as well as the general public
from content containing incitement to violence or hatred directed against a group of
persons or a member of a group or containing content the dissemination of which
constitutes an activity which is a criminal offence under Union law (public provocation to
commit a terrorist offence, offences concerning child pornography and offences concerning
racism and xenophobia).

Article 28b (2) sets out further obligations by requiring the member states to ensure that
VSP providers under their jurisdiction comply with the requirements with respect to
audiovisual commercial communications that are marketed, sold or arranged by those VSP
providers. The obligations extend to the requirement for VSP providers to inform users
where programmes and user-generated videos contain audiovisual commercial
communications (provided that the VSP provider has knowledge of that fact). Finally, the
AVMSD encourages the use of co-regulation and the fostering of self-regulation through
codes of conduct:

..aiming at effectively reducing the exposure of children to audiovisual commercial
communications for foods and beverages containing nutrients and substances with a
nutritional or physiological effect, in particular fat, trans-fatty acids, salt or sodium and
sugars, of which excessive intake in the overall diet is not recommended.

Article 28 b (3) stipulates that the appropriate measures:

shall be determined in light of the nature of the content in question, the harm it may cause,
the characteristics of the category of persons to be protected as well as the rights and
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legitimate interests at stake, including those of the video-sharing platform providers and the
users having created or uploaded the content as well as the general public interest.

5.2.1. Adapting terms and conditions of the VSP service

Article 28b (3) (a) is the first of a set of obligations for VSP providers, under the umbrella of
the requirements for taking appropriate measures relative to the inclusion and application
in the VSP’s terms and conditions of protective measures vis-a-vis programmes, user-
generated videos and audiovisual commercial communications offered on their platforms
which may impair the physical, mental or moral development of minors and/or those
containing incitement to violence, hatred or discrimination directed against a group of
persons or a member of a group, or activities which constitute a criminal offence under EU
law such as public provocation to commit a terrorist offence.

In the majority of cases this is transposed into national legislations by citing the
provisions of the AVYMSD verbatim. In doing this, the emphasis is put on the easiness,
understandability and simplicity, as well as the accessibility of the VSP’s terms and
conditions. In some instances (AT, BG), the terms and conditions included and applied by
the VSPs have to be reported to the national regulatory authority or a public authority in
charge of implementing the obligations stemming from the AVMSD. A new Irish regulatory
authority, anticipated in the draft legislation, will have the responsibility vis-a-vis all
obligations and measures for VSPs, and it remains to be seen what direction these
obligations will take, pending the adoption of the primary and secondary legislation. There
is one case (DE) in which the VSPs are obliged to effectively agree with the users of VSP
services that the distribution of illegal commercial communications is prohibited. Some
member states (LV, NL, SI) identify the adaptation of the terms and conditions of VSP
services (as well as all other compulsory measures and obligations put forward for VSPs) as
falling under the self-regulatory regimes.

Table 6. Terms and conditions of the VSP service

- erms and conditions of the VSP service

VSPs must ensure the issuing and announcement of easily understandable and accessible
AT general terms and conditions, which have to be reported to the national regulatory
authority, which, in turn, publishes them
Requirements for transparent, user-friendly, simple to use and effective measures to
protect minors and the inclusion of these measures in the general terms of use of the VSP
BENL | The obligations of the revised AVMSD are established without further specifications
The obligations of the revised AYMSD are established without further specifications and

BE FR

BG measures are to be agreed with the national regulatory authority
cy The obligations of the revised AVMSD are established without further specifications
cz The obligations of the revised AVMSD are established without further specifications
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- erms and conditions of the VSP service

DE VSPs should be obliged to effectively agree with their users that users are prohibited from
distributing illegal commercial communications

DK The obligations of the revised AVMSD are established without further specifications

The obligations of the revised AVMSD are established without further specifications. Adds

a requirement for warnings at the beginning of the programme, and an appropriate

EE e . . . .
classification symbol during the entire programme, user-generated video or business
message

ES The obligations of the revised AVMSD are established without further specifications

The obligations of the revised AVMSD are established without further specifications.
Provides for the prohibition of the uploading of programmes, user-generated videos and
Fl commercial communications which incite the commission of criminal offences (e.g. an
offence committed with a terrorist intent, the distribution of a sexually offensive picture
depicting a child, ethnic agitation)
FR The obligations of the revised AVMSD are established without further specifications
Establishes the measures that would be appropriate for VSPs in order to protect users,
inclusive of setting the terms and conditions with a flagging mechanism for users. It also

GB suggests that the terms and conditions refer to a prohibition against uploading a video
containing relevant harmful material to the service

GR The obligations of the revised AVMSD are established without further specifications

HR The obligations of the revised AVMSD are established without further specifications

HU The obligations of the revised AVMSD are established without further specifications,
emphasising technical solutions enabling the protection of users from harmful content
No detailed information available yet, as the legislation envisages the creation of the

IE . L . e .
Media Commission which shall have the responsibility in relation to these measures
While the adoption of the relevant legislation is pending, current Law Decree 28/2020

T states that agreements for the provision of electronic communication services must
include parental control or filtering measures of inappropriate content for minors and the
blocking of adult content

LT VSP providers have the possibility to opt for measures in terms of the inclusion and
application of terms and conditions

LU The obligations of the revised AVMSD are established without further specifications
The obligations of the revised AVMSD are established without further specifications.

Lv Stipulates the obligation for VSPs to develop codes of conduct encompassing all of the
obligations stemming from the AVMSD

MT The obligations of the revised AVMSD are established without further specifications
The obligations of the revised AVMSD are established without further specifications.

NL Stipulates the obligation for VSPs to develop codes of conduct encompassing all of the
obligations stemming from the AVMSD

NO EEA process pending

pL The obligations of the revised AVMSD are established without further specifications,
detailing the obligatory provision of information to users

PT The obligations of the revised AVMSD are established without further specifications

RO The obligations of the revised AVMSD are established without further specifications
The obligations of the revised AYMSD are established without further specifications,

SE without including a list of the measures, but the legislative preparatory work clarifies that

the appropriate measures shall consist of the measures listed in the AVMSD, as appropriate
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- erms and conditions of the VSP service

The obligations of the revised AVMSD are established without further specifications..
However, it is up to the VSPs to decide which measures will be implemented, but services

S are required to establish the rules prohibiting the publishing of videos that are in conflict
with the obligations in relation to complaint procedures and the removal of illegal content
K It is expected that the wording of the provisions will closely follow the wording of the

relevant articles of the AVMSD

Source: Analysis of the responses to the European Audiovisual Observatory standardised questionnaire

5.2.2. Measures regarding commercial communications

Although general obligations for VSPs regarding commercial communications do not fall
within the scope of this publication, rules for advertisers regarding the protection of minors
must also be included within the scope of the study, in reference to the rules governing
VSPs aimed at limiting minors’ exposure to advertising for alcohol products and high fat,
sugar and salt foods (HFSS foods). This includes any specific rules, limits or guidance to
advertisers and users, as well as reporting/flagging mechanisms and rules governing VSPs
aimed at ensuring that advertising does not cause physical, mental or moral detriment to
minors. This, in turn, includes any specific rules, limits or guidance to advertisers and users
on the characteristics of adverts aimed at minors, as well as reporting/flagging mechanisms
according to Article 28b (1) (a) of the AVMS Directive.

According to Article 28b (3) (b), VSP providers are obliged to include and apply in
the terms and conditions of the VSP services the requirements set out in Article 9 (1) for
audiovisual commercial communications that are not marketed, sold or arranged by the
VSPs, which refer to the requirements for:

B commercial communications to be readily recognisable;

B the prohibition of surreptitious and commercial communications for:
cigarettes and other tobacco products, electronic cigarettes and refill
containers and for medicinal products and medical treatment available only
on prescription in the member state;

B prohibiting the use of subliminal techniques; commercial communications
which prejudice respect for human dignity; the inclusion or promotion of
any discrimination based on sex, racial or ethnic origin, nationality, religion
or belief, disability, age or sexual orientation;

B prohibiting the encouragement of behaviour prejudicial to health or safety,
or behaviour grossly prejudicial to the protection of the environment;

B prohibiting commercial communications for alcoholic beverages aimed
specifically at minors; the encouragement of immoderate consumption of
alcoholic beverages; commercial communications which may cause
physical, mental or moral detriment to minors.
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In connection to this, Article 28b (3) (c) stipulates that VSP providers, as appropriate, shall
include a functionality for users who upload user-generated videos to declare whether such
videos contain commercial communications “as far as they know or can be reasonably
expected to know.”

Generally, these requirements are transposed verbatim, with emphasise on the
requirement that the information for users must be clear, simple and understandable (BE
FR, BG, EE, FI, FR). The agreement to be reached with the users applies in these former
cases, as well in Germany, with enabling labelling functions. In some cases (IE, FR, PL), it is
envisaged that the national regulatory authority will have the responsibility in this regard.
Self-regulatory mechanisms are called upon in this regard, as well (LV, NL, SI).

Table 7. Measures regarding commercial communications

Measures regarding commercial communications

The obligations of the revised AVMSD are established without further specifications,
elaborating on the obligation to ensure, by means of the general terms and conditions,

AT . s . . .
that users comply with the rules vis-a-vis commercial communications and the protection
of minors, with guaranteed explanatory functions for users

BE FR The obligations of the revised AVMSD are established without further specifications,

requiring explanatory functions for users
BENL | The obligations of the revised AVMSD are established without further specifications
The obligations of the revised AVMSD are established without further specifications, while

BG VSPs shall draw up general terms and conditions, which shall be agreed with the
regulatory authority

cy The obligations of the revised AVMSD are established without further specifications

cz The obligations of the revised AVMSD are established without further specifications

The obligations of the revised AVMSD are established without further specifications,
emphasising the obligation of VSPs to effectively agree with their users on restrictions

DE vis-a-vis commercial communications, including a labelling and marking function for
advertising, for communication uploaded by users as well, if the VSP has obtained
knowledge of it through, e.g. a labelling mechanism

DK The obligations of the revised AVMSD are established without further specifications

The obligations of the revised AVMSD are established without further specifications,

emphasising the obligation of VSPs to explicitly inform users

ES The obligations of the revised AVMSD are established without further specifications

The obligations of the revised AVMSD are established without further specifications,

EE

Fi emphasising the obligation of VSPs to explicitly inform users
The obligations of the revised AVMSD are established without further specifications.

FR Media regulatory authority will have to ensure that VSPs clearly inform users about the
existence of commercial communications in videos

GB The obligations of the revised AVMSD are established without further specifications

GR The obligations of the revised AVMSD are established without further specifications

HR The obligations of the revised AVMSD are established without further specifications

HU The obligations of the revised AVMSD are established without further specifications,

emphasising the effectiveness of measures
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Measures regarding commercial communications

The anticipated new Media Commission will have the responsibility in relation to these

IE measures; hence no information available at this point

IT Adoption of relevant legislation pending

LT The obligations of the revised AVMSD are established without further specifications

LU The obligations of the revised AVMSD are established without further specifications
Establishes the obligations corresponding to the AVMSD text and stipulates the obligation

Lv for VSPs to develop codes of conduct encompassing all of the obligations stemming from
the AVMSD

MT The obligations of the revised AVMSD are established without further specifications
The obligations of the revised AVMSD are established without further specifications.

NL Legislation stipulates the obligation for VSPs to develop codes of conduct encompassing

all of the obligations stemming from the AVMSD
NO EEA process pending.
The obligations of the revised AVMSD are established without further specifications.

PL Legislation stipulates the role of the national regulatory authority which may, by means
of a regulation, determine different aspects of these obligations

PT The obligations of the revised AVMSD are established without further specifications

RO The obligations of the revised AVMSD are established without further specification.

The obligations of the revised AVMSD are established without further specifications,
without including a list of the measures, but the legislative preparatory work clarifies that
the appropriate measures shall consist of the measures listed in the AVMSD, as
appropriate

The obligations of the revised AVMSD are established without further specifications,
obliging VSP platforms to formulate and make public rules setting out legal requirements
and the possibility of filing a report for violation of the rules, as well as the procedure for
dealing with reports of breaches of the rules, etc.

It is expected that the wording of the provisions will closely follow the wording of the
relevant articles of the AYMSD

SE

SI

SK

Source: Analysis of the responses to the European Audiovisual Observatory standardised questionnaire

3.2.3. Measures allowing users to report or flag content and
explaining what effect has been given to such
reporting and flagging

In accordance with Article 28b (3) (d), VSP providers are required, as appropriate, to
establish and operate transparent and user-friendly mechanisms for users to report or flag
any content which is in violation of the obligation to protect minors from content that may
impair their physical, mental or moral development, as well as protecting the general public
from content containing incitement to violence or hatred directed against a group of
persons or a member of a group or containing content the dissemination of which
constitutes an activity which is a criminal offence.
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Further, according to Article 28b (3) (e), VSP providers are obliged to establish and
operate systems through which they are to explain to their users what effect has been given
to the user’s reporting and flagging of content in violation of protective principles, that is,
any content which is detrimental to minors and/or content containing incitement to
violence or hatred/dissemination of content which constitute a criminal offence.

Reporting system requirements are all included in national legislations, with an
emphasis on the importance of accessibility, availability, effectiveness, transparency and
manageability of the reporting systems to be put in place by the VSPs. In some instances
(BG, PL), national regulatory authorities are due to introduce secondary legislation that will
allow them to adopt the criteria for the assessment of unfavourable content or content that
creates a risk of harm to the physical, mental, moral and/or social development of children
(BG) or content threatening the physical, mental or moral development of minors,
containing incitement to violence or hatred towards a group of persons or containing
content likely to facilitate the commission of a terrorist offence (PL), subject to potential
users’ reporting. Some covered territories (CZ, PL) opted for the introduction of processing
deadlines for VSPs on receipt of users’ content reports. Again, the role of the national
regulatory authority is recognised in these matters, in terms of the provision of specific
rules in this regard (FR, IE), and also where the regulatory authority stipulates that VSPs
should rely on self-regulatory mechanisms (LV, NL, SI).

Table 8. Reporting and flagging measures

users to report or ﬂag content

Requirement for establishing and operating transparent and user-friendly mechanisms for

Obligation to operate a system that allows users to report content, including the

information required for an assessment, including an explanatory function for users with

information as to the report-handling procedure, all to be done by easily findable,

constantly available and easy-to-use options

BEFR | The obligations of the revised AVMSD are established without further specifications

BENL | The obligations of the revised AVMSD are established without further specifications
Legislation includes the transparent and easy-to-use user’s signal mechanisms and

AT

BG stipulates that the media regulatory authorities are to adopt the criteria for assessment of
content that is unsuitable or that poses a risk of harm to minors
cy The obligations of the revised AYMSD are established without further specifications
The obligations of the revised AVMSD are established without further specifications.
(4 Stipulates that a VSP provider is obliged to process a user’s report without undue delay

and not later than 60 days after receipt of the user’s report
The Network Enforcement Act provides for obligations for social networks in dealing with
complaints about illegal content, within the limited scope of this law
The German Telemedia Act stipulates obligations for VSPs to maintain an electronic
DE report/complaints procedure for users. This law will regulate the procedure for remedying
user complaints. Illegal content in this sense is defined as content that is illegal under
media law and content that impairs the development of minors, unless the provider meets
its obligations to take appropriate protective measures in this respect
DK The obligations of the revised AVMSD are established without further specifications
EE The obligations of the revised AVMSD are established without further specifications.

© European Audiovisual Observatory (Council of Europe) 2021
Page 23



MAPPING OF NATIONAL RULES APPLICABLE TO VIDEO-SHARING PLATFORMS:
ILLEGAL AND HARMFUL CONTENT ONLINE

Requirement for establishing and operating transparent and user-friendly mechanisms for

users to report or flag content

ES
FI

FR

GB
GR
HR

HU

LT
LU

Lv

MT

NL

NO

PL

PT
RO

SE

SI

SK

The obligations of the revised AVMSD are established without further specifications

The obligations of the revised AVYMSD are established without further specifications
Legislation stipulates that the media regulatory authority will specify the details in
relation to this

The obligations of the revised AYMSD are established without further specifications

The obligations of the revised AVMSD are established without further specifications

The obligations of the revised AYMSD are established without further specifications

The obligations of the revised AVYMSD are established without further specifications,
emphasising the effectiveness of mechanisms

Envisaged new Media Commission will have the responsibility in relation to these
measures; hence no information available at this point

While the adoption of the relevant legislation is pending, the national regulatory
authority’s secondary legislation on hate speech obliges VSP providers to submit to it a
quarterly report on the monitoring activities carried out in order to detect items of content
constituting hate speech, including the description of the operating methods and
verification systems

The obligations of the revised AVMSD are established without further specifications

The obligations of the revised AVMSD are established without further specifications

The obligations of the revised AVMSD are established without further specifications.
Legislation stipulates the obligation for VSPs to develop codes of conduct encompassing
all of the obligations stemming from the AVMSD

The obligations of the revised AVMSD are established without further specifications

The obligations of the revised AVMSD are established without further specifications.
Legislation stipulates the obligation for VSPs to develop codes of conduct encompassing
all of the obligations stemming from the AVYMSD

EEA process pending

The obligations of the revised AVMSD are established without further specifications.
Legislation stipulates the obligation for VSPs to respond to users immediately, but within
no more than 48 hours of the notification, as well as the possibility for the national
regulatory authority to determine different aspects of these obligations, by means of a
regulation

The obligations of the revised AVMSD are established without further specifications

The obligations of the revised AVMSD are established without further specifications

The obligations of the revised AVMSD are established without further specifications,
without including a list of the measures, but the legislative preparatory work clarifies that
the appropriate measures shall consist of the measures listed in the AVMSD, as
appropriate

The obligations of the revised AVMSD are established without further specifications,
including the user’s content reporting with obligatory feedback to the user

It is expected that the wording of the provisions will closely follow the wording of the
relevant articles of the AVYMSD

Source: Analysis of the responses to the European Audiovisual Observatory standardised questionnaire
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3.2.4. Measures regarding content which may impair the
physical, mental or moral development of minors

The revised AVMSD provides for the obligation on the part of VSP providers to establish
and operate an age verification system for their users with respect to content which may
impair the physical, mental or moral development of minors (Article 28b (3) (f)) and easy-
to-use systems allowing users of VSPs to rate the content (Article 28b (3) (g)). They must
also provide for parental control systems that are under the control of the end-user with
respect to content which may impair the physical, mental or moral development of minors
(Article 28b (3) (h)).

Similar to the rules applicable for linear and non-linear broadcasting, the
regulations in this regard for VSPs in the covered territories revolve around certain
measures identified in the AVYMSD, including: prohibition of the most harmful content,
implementation of technical measures preventing minors from accessing any content which
might impair their development, age verification systems, encryption, parental controls and
content classification systems/watershed. Also, one of the main measures envisaged is the
content rating system, which is seen as an informational tool for users during the content
upload. While most legislations use a verbatim transposition of the provisions of the revised
AVMSD, in some instances, the legislation indicates that the provision of parental control
systems in relation to specially restricted material is an appropriate measure to be taken by
a VSP (GB). Some cases refer not only to content that may impair the physical, mental or
moral development of minors, but also require measures to safeguard the morality of the
services provided to minors and the use, along with the aforementioned techniques, of
personal identification codes (EE) or “digital identification instruments” (ES). The
legislations also refer to self-regulatory mechanisms in this respect (EE, LV, NL, Sl). As seen
previously, an active role on the part of the national regulatory authorities is identified in
terms of their mandate to specify the rules (FR, IE, PL).

Table 9. Measures regarding content which may impair minors

Measures regarding content which may impair the development of minors

The obligations of the revised AVYMSD are established without further specifications,
AT emphasising the establishment of age verification systems or similar access control
measures, including through parental control systems
BEFR | The obligations of the revised AVMSD are established without further specifications
The obligations of the revised AVMSD are established without further specifications,

BENL stipulating the obligation to provide encrypted access or effective parental controls
BG The obligations of the revised AVMSD are established without further specifications
cy The obligations of the revised AVYMSD are established without further specifications
Cz The obligations of the revised AVMSD are established without further specifications
The obligations of the revised AVMSD are established without further specifications
DE stipulating that VSPs may use technical means, inclusive of classification and rating systems,

age verification systems or parental controls
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Measures regarding content which may impair the development of minors

DK The obligations of the revised AVMSD are established without further specifications
Legislation relates to the “protection of minors and ensuring morality and legality in the
provision of video-sharing platform services” and provides obligations for VSP providers, if
notified of a programme, user-generated video or business message that is detrimental to

EE minors, or is aware of this fact, to add a warning symbol without undue delay, or ensure that
the programme, user-generated video or business message is accessible only by means of
personal identification codes or other appropriate technical solutions. The legislation also
refers to self-reqgulatory mechanisms in this respect
The obligations of the revised AVMSD are established without further specifications.

ES Legislation refers to “digital identification instruments” to be used by VSP providers for age
verification and to facilitate parental control systems
Fl Establishes the obligation of a watershed
Legislation stipulates that the media regulatory authority will specify the details in relation
FR to this, including the specification of measures for content classification, age verification

and parental control systems
The obligations of the revised AVMSD are established without further specifications.

GB Indicates that parental control systems are an appropriate measure

GR The obligations of the revised AVMSD are established without further specifications

HR The obligations of the revised AVMSD are established without further specifications

HU The obligations of the revised AVMSD are established without further specifications

IE The anticipated new Media Commission will have the responsibility in relation to these

measures; hence no information available at this point
While the adoption of the relevant legislation is pending, Law Decree 28/2020 stipulates
that the agreements for the provision of electronic communication services must include
parental controls or filtering measures for inappropriate content and the blocking of content
for adults only. Further, secondary legislation establishes rating systems for audiovisual
IT works intended for the web and videogames, and guidelines adopted require operators
providing audiovisual media services via the Internet as well as hosting providers to take
appropriate technical measures to restrict or prevent the circulation of content in accordance
with the categorisation. These measures should include technical identification devices for
parental control mechanisms, age verification systems, etc.

LT The obligations of the revised AVMSD are established without further specifications
LU The obligations of the revised AVMSD are established without further specifications
The obligations of the revised AVMSD are established without further specifications.
Lv Legislation stipulates the obligation for VSPs to develop codes of conduct encompassing all
of the obligations stemming from the AVMSD
MT The obligations of the revised AVMSD are established without further specifications
The obligations of the revised AVYMSD are established without further specifications.
NL Legislation stipulates the obligation for VSPs to develop codes of conduct encompassing all

of the obligations stemming from the AVMSD
EEA process pending. Currently, youtubers and vloggers must mark videos with age limits

NO when sharing content accessible for wider audience and if receiving income or other
benefits.
The obligations of the revised AVMSD are established without further specifications.
PL Legislation stipulates the possibility for national regulatory authority to determine different

aspects of these obligations, by means of a regulation
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Measures regarding content which may impair the development of minors

PT The obligations of the revised AVMSD are established without further specifications
RO The obligations of the revised AVMSD are established without further specifications
The obligations of the revised AVMSD are established without further specifications, without
SE including a list of the measures, but the legislative preparatory work clarifies that the
appropriate measures shall consist of the measures listed in the AYMSD, as appropriate
Sl The obligations of the revised AVYMSD are established without further specifications

It is expected that the wording of the provisions will closely follow the wording of the

3K relevant articles of the AVMSD

Source: Analysis of the responses to the European Audiovisual Observatory standardised questionnaire

3.2.5. Measures regarding the handling and resolution of
users’ complaints

VSPs are obliged to establish and operate transparent, easy-to-use and effective procedures
for the handling and resolution of users' complaints in relation to the implementation of
measures in connection with the obligatory reporting or flagging of content, the systems
which are used to explain to users of VSPs what effect has been given to the reporting and
flagging, age verification systems, content rating systems and the provision of parental
control systems with respect to content which may impair the physical, mental or moral
development of minors (Article 28b (3) (i)).

As seen previously, the measures envisaged by the covered territories
predominantly reflect the notions stipulated by the AVMSD, without the identified need to
further strengthen the obligations. While it is stipulated that the handling of users’
complaints and their resolution is in place by default, some cases emphasise the obligation
to include the information for the user on all possible out-of-court complaint-resolution
mechanisms in the information regarding the VSPs complaint procedures themselves (e.g.
Trade Inspection in CZ, Joint body for arbitration of disputes in DE). The manner in which
these obligations will be adopted and implemented is left for national regulatory
authorities to design (FR and IE), while the regular procedure for raising a complaint to the
regulator is emphasised here as well in one case (MT). As seen above, self-regulatory
schemes are to include these provisions as well in three cases (LV, NL and SI). In one case
(PL), dispute resolution is envisaged using the system of mediation, where the mediator is
entered in the relevant list kept by the Chair of the national regulatory authority.

Table 10.  Measures regarding the handling and resolution of users’ complaints

Measures related to the handling and resolution of users’ complaints

The obligations of the revised AVMSD are established with the obligations for VSPs to
AT ensure access to a complaints procedure about the inadequate implementation of the
obligations
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Measures related to the handling and resolution of users' complaints

BEFR @ The obligations of the revised AVMSD are established without further specifications
BENL  The obligations of the revised AVMSD are established without further specifications

BG The obligations of the revised AVMSD are established without further specifications
cy The obligations of the revised AVMSD are established without further specifications

The obligations of the revised AVMSD are established inclusive of the obligation to provide
(4 information for platform users on the possibility of resolving disputes using out-of-court or

consumer dispute procedures

The Telemedia Act provides obligations for VSPs, including rules on:

- how long after removal must unlawful content be stored for evidentiary purposes

- how information must be provided to users and complainants or possibilities for a counter-

notice.

DE The Media Treaty provides for the establishment of a joint body for the arbitration of
disputes
The Network Enforcement Act is extended to include an official arbitration board for the
out-of-court settlement of disputes

DK The obligations of the revised AVMSD are established without further specifications

EE The obligations of the revised AVMSD are established without further specifications

ES The obligations of the revised AVMSD are established vis-a-vis protection of the general
public and minors

Fl No measures specified in the transposition legislation

FR Legislation stipulates that the media regulatory authority will specify the details in relation
to this

GB The obligations of the revised AVMSD are established without further specifications

GR The obligations of the revised AVMSD are established without further specifications

HR The obligations of the revised AVMSD are established without further specifications

HU The obligations of the revised AVMSD are established, emphasizing the flagging or
complaint lodging mechanism options

IE The anticipated new Media Commission will have the responsibility in relation to these
measures; hence no information available at this point

IT Adoption of relevant legislation pending

LT The obligations of the revised AVMSD are established without further specifications

LU The obligations of the revised AVMSD are established without further specifications
The obligations of the revised AVMSD are established, with the stipulation of the obligation

Lv for VSPs to develop codes of conduct encompassing all of the obligations stemming from
the AVMSD
The obligations of the revised AVMSD are established, by drawing a parallel to the existing

MT provisions (related to the broadcasting activities) regarding the submission of complaints
Subsidiary legislation outlines the complaints procedure of the national regulatory
authority
The obligations of the revised AVMSD are established without further specifications.

NL Legislation stipulates the obligation for VSPs to develop codes of conduct encompassing

all of the obligations stemming from the AVMSD
NO EEA process pending
Dispute resolution can be done using a mediator, who may be a natural person having full

PL
capacity to perform acts in law, enjoying full public rights, having competence in the field
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Measures related to the handling and resolution of users' complaints

of law and the media, entered in the list of mediators kept by the Chair of the national
regulatory authority

PT The obligations of the revised AVMSD are established without further specifications
RO The obligations of the revised AVMSD are established without further specifications

The obligations of the revised AVMSD are established without further specifications,
SE without including a list of the measures, but the legislative preparatory work clarifies that

the appropriate measures shall consist of the measures listed in the AVMSD, as appropriate
The obligations of the revised AVMSD are established without further specifications.
Sl Legislation provides for the national media regulatory authority’s assessment of the
adequacy of these measures
It is expected that the wording of the provisions will closely follow the wording of the

3K relevant articles of the AVYMSD

Source: Analysis of the responses to the European Audiovisual Observatory standardised questionnaire.

3.2.6. Measures regarding media literacy

Article 28b (3) (j) of the revised AVYMSD provides for the obligation for VSPs in terms of
providing for effective media literacy measures and tools and raising users' awareness of
those measures and tools.

The extension of media literacy activities to encompass those of VSPs is transposed
almost verbatim in most cases. An interesting set-up is found in AT, where, in addition to
or as an alternative to offering their own media literacy activities, VSPs can provide access
to existing platforms with such information, provided by the body established to support
the national communications regulatory authority in fulfilling its legal tasks. Also, a number
of legislative measures includes the role and mandate of the national regulatory authority
or a relevant ministry (MT) relative to media literacy, either autonomously and/or as an
auditor of self-regulatory measures taken by the VSPs (AT, FR, IE, FI, LV, NL, SI).

Table 11.  Measures regarding media literacy

Measures regarding media literacy

Platform providers must provide their own offers to increase media literacy or,
alternatively, clearly refer to the information provided by the company Rundfunk und

AT Telekom Regulierungs-GmbH (RTR-GmbH) which has been set up in order to support the
national communications regulatory authority KommAustria in fulfilling its legal tasks
BE FR The obligations of the revised AVYMSD are established without further specifications.

Legislation stipulates that VSP’s are to take measures to educate users about the media
BENL | The obligations of the revised AVMSD are established without further specifications

BG The obligations of the revised AVMSD are established without further specifications
cy The obligations of the revised AVMSD are established without further specifications
Cz The obligations of the revised AVMSD are established without further specifications
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Measures regarding media literacy

DE No measures specified in the transposition legislations

DK The obligations of the revised AVMSD are established without further specifications

EE No measures specified in the transposition legislation

ES The obligations of the revised AVMSD are established in relation to protection of both the

general public and minors
Legislation introduces an obligation for VSPs to take the necessary measures to ensure
that users are clearly informed when programmes or user-generated videos contain
audiovisual commercial communications, and also to make reference to self-regulatory
codes of conduct.
Fi The National Audiovisual Institute may check that the code of conduct complies with the
law, while the national media education authority, the National Audiovisual Institute
coordinates and promotes many media literacy activities, children’s media skills and the
development of safe media environment for children in cooperation with other authorities
and corporations in the sector
Legislation stipulates that the media regulatory authority will specify the details in
relation to this
GB The obligations of the revised AVMSD are established without further specifications
GR The obligations of the revised AVMSD are established without further specifications
HR The obligations of the revised AVMSD are established without further specifications
HU The obligations of the revised AVMSD are established without further specifications
While the Broadcasting Act 2009 provides for the definition of media literacy and related
functions of the national media regulatory authority in this regard, the draft legislation
provides that the proposed Media Commission has the functions to promote public
awareness, encourage research and conduct public information campaigns for the purpose
of educating and providing information to the public in relation to online safety and media
literacy
While the adoption of the relevant legislation is pending, regulatory secondary legislation
on hate speech states that VSP providers are invited to promote campaigns and initiatives
on issues of social inclusion and cohesion, as well as the promotion of diversity and
fundamental human rights, with a view to preventing and countering online discrimination
LT The obligations of the revised AVMSD are established without further specifications
LU The obligations of the revised AVMSD are established without further specifications
The obligations of the revised AVMSD are established without further specifications.
Lv Legislation stipulates the obligation for VSPs to develop codes of conduct encompassing
all of the obligations stemming from the AVMSD
The obligations of the revised AVMSD are established without further specifications.
MT Legislation stipulates the creation of the Media Literacy Development Board to create a
strategy for media literacy skills
The obligations of the revised AVMSD are established, highlighting the obligation for VSPs

FR

NL to develop codes of conduct encompassing all of the obligations stemming from the
AVMSD
EEA process pending. Currently, national regulatory authority undertakes activities to

NO increase media literacy by conducting biannual surveys of the citizens critical media
understanding

PL The obligations of the revised AVMSD are established without further specifications
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Measures regarding media literacy

PT The obligations of the revised AVMSD are established without further specifications
RO The obligations of the revised AVMSD are established without further specifications

The obligations of the revised AVMSD are established without further specifications,
SE without including a list of the measures, but the legislative preparatory work clarifies that

the appropriate measures shall consist of the measures listed in the AVMSD, as appropriate
Legislation does not specifically mention media literacy in the context of obligations for
VSPs, but provides general media literacy provisions, in terms of the obligation on the
state to support measures intended to promote, encourage and develop media literacy
Sl with funds from the budget of the ministry responsible for the media. It further stipulates
that the national communications regulatory authority shall make the population of the
Republic of Slovenia aware of the competent and responsible use of electronic media by
implementing media literacy projects in the areas it regulates within its competences
It is expected that the wording of the provisions will closely follow the wording of the
relevant articles of the AVMSD, while users' awareness and media literacy measures are
addressed in the National conception of child protection in the digital space and the Action
plan for 2020-2021 based on the national concept of child protection in the digital space

SK

Source: Analysis of the responses to the European Audiovisual Observatory standardised questionnaire.

3.2.7. Measures regarding the processing of personal data of
minors for commercial purposes

Article 28b (3) of the revised AVMSD forbids the processing of personal data of minors for
commercial purposes, such as direct marketing, profiling and behaviourally targeted
advertising, collected or otherwise generated by VSP providers in the course of the
fulfilment of obligations related to establishing and operating age verification and parental
control systems with respect to content which may impair the physical, mental or moral
development of minors.

While most cases require respect for the prohibition against using the personal data
of minors for commercial purposes, it is interesting to note that in some cases, this
prohibition has already been introduced in other legislative sets (AT, GB, IE). Some
requirements are related to verifying the minimum age obligations are applicable too (FI -
13 years of age), while in one case, it is stipulated that data processing may only be
undertaken for age verification purposes (SI). As seen before, these measures are to be
included in self-regulation and the respective codes of conduct (LV, NL, SI).

Table 12.  Measures regarding processing of personal data of minors

- Measures regarding processing of personal data of minors

AT No information available in the notified transposition measures
BE FR | The obligations of the revised AVMSD are established without further specifications
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- Measures regarding processing of personal data of minors

BE NL The obligations of the revised AVMSD are established without further specifications

BG The obligations of the revised AVMSD are established without further specifications

cy The obligations of the revised AVMSD are established without further specifications

Cz The obligations of the revised AVMSD are established without further specifications

DE The obligations of the revised AVYMSD are established without further specifications

DK The obligations of the revised AVMSD are established without further specifications

EE The obligations of the revised AVYMSD are established without further specifications

ES The obligations of the revised AVMSD are established without further specifications
Legislation provides protection mechanisms related to the processing of personal data of

Fl minors, and considers them lawful where the child is at least 13 years old, but based on the

provision of consent

The obligations of the revised AVMSD are established, inclusive of the obligations which

extend even after the age of maturity

Obligations covered by the Data Protection Act 2018, the Age-appropriate Design Code and

other guidance from the Information Commissioner’s Office

GR The obligations of the revised AVMSD are established without further specifications

HR The obligations of the revised AVYMSD are established without further specifications

HU The obligations of the revised AYMSD are established without further specifications

Matters related to the categories of data protection and privacy law are dealt with by other

areas of law and existing regulatory bodies, like the Data Protection Commission

While the adoption of the relevant legislation is pending, the Law against cyberbullying

stipulates that minors between 14 and 18 years of age as well as the parents of or persons

IT having parental rights over minors who have suffered from acts defined as cyberbullying
are entitled to submit a complaint to owners of websites and social media sites to block
and remove any personal data circulated over the Internet

LT The obligations of the revised AVMSD are established without further specifications

LU The obligations of the revised AVMSD are established without further specifications
The obligations of the revised AVMSD are established without further specifications.

Lv Legislation stipulates the obligation for VSPs to develop codes of conduct encompassing
all of the obligations stemming from the AVMSD

MT  The obligations of the revised AVMSD are established without further specifications
The obligations of the revised AVMSD are established without further specifications.

NL Legislation stipulates the obligation for VSPs to develop codes of conduct encompassing
all of the obligations stemming from the AVYMSD

NO EEA process pending

PL The obligations of the revised AVMSD are established without further specifications

Establishing the obligations complementary to AVMSD text, for all services, including

television programming operators, on-demand audiovisual service operators and VSPs

RO The obligations of the revised AVMSD are established without further specifications

The obligations of the revised AVMSD are established, stipulating a ban on any commercial

FR

GB

IE

PT

SE
purpose

S| Legislation stipulates that the personal data of minors can only be processed for age
verification purposes

K It is expected that the wording of the provisions will closely follow the wording of the

relevant articles of the AVMSD
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Source: Analysis of the responses to the European Audiovisual Observatory standardised questionnaire

3.2.8. Other relevant provisions

While a separate forthcoming mapping report of the European Audiovisual Observatory will
be specifically devoted to commercial communications, the questionnaire nevertheless
submitted to experts further questions to explore any other relevant provisions with regards
to the protection of minors, including the provisions related to commercial communications
which may impair the physical, mental or moral development of minors and/or minors’
exposure to advertising for alcohol products and HFSS foods in commercial
communications. As stipulated, commercial communications must not:

B cause physical, mental or moral detriment to minors;

B directly exhort minors to buy or hire a product or service by exploiting their
inexperience or credulity;

B directly encourage them to persuade their parents or others to purchase the
goods or services being advertised;

B exploit the special trust minors place in parents, teachers or other persons;
or

B unreasonably show minors in dangerous situations.

B |n most cases, there are indeed provisions relative to the content and
commercial communications, inclusive of advertising for alcohol and HFSS
products.

Provisions relative to content that may be detrimental to minors stipulate protective
mechanisms, such as watersheds, age verification systems, classification of content,
acoustic and visual warning signs and conditional access, which are present in fourteen
cases (AT, BE FR, BG, CY, CZ, DK, FI, HR, IE, IT, LU, LV, RO, SI). In some cases (DE, FR), self-
regulatory instruments are identified as protective tools in this regard, or a combination of
legislative/regulatory obligations for certain aspects, such as warning signals and self-
regulatory mechanisms for age verification and filtering (HU). No additional obligations
exist in ten cases (BE NL, EE, ES, GB, GR, LT, MT, NO, NL, PT, SE).

As for the rules regarding commercial communications which may impair the
physical, mental or moral development of minors, 17 cases are inclusive of restrictions as
stipulated by the AVMSD (BE FR, BE NL - already in place since 2007 from the perspective
of consumer protection legislation, BG, CY, CZ, DE, DK, EE, FR, GR, HR, IE, IT, LT, NO, PL, PT,
RO). Seven cases identify both regulatory obligations and the encouragement of self-
regulatory protective mechanisms in this regard (GB, HU, LU, LV, MT, NL, SI), while in three
cases, no additional measures are foreseen (EE, ES, Fl). In one case, only self-regulation vis-
a-vis these matters is identified (AT).

Finally, when it comes to advertising for alcohol products and HFSS foods, self-
regulatory mechanisms are identified in the vast majority of cases for HFSS foods, while
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the obligatory regulatory measures relate to restrictions vis-a-vis alcohol and tobacco
products (CY, CZ, DE, DK, EE, ES - not for HFSS products yet, FI, GB, GR, HR, LT, LU, LV).
Self-regulation as the sole protective mechanism is seen in seven cases (AT - where the
prerequisite for financial support for self-regulation is the adoption of guidelines on these
issues, BG, HU, IT, NL, RO, SI).

The regulatory authority is to draw up related codes of conduct in one case (BE FR),
and there is one case where even more detailed standards are found vis-a-vis candy
products (BE NL). In one case (FR) there is a full set of rules on HFSS foods and beverages
and alcohol which is applicable online, on sites mainly intended for young people, while in
another case (IE), the broadcasting-related secondary legislation may include prohibitions
regarding particular HFSS. Finally, in one case, applicable rules which include restrictions
as stipulated by the AVMSD, with a prohibition against commercial communications for
HFSS products around or during children’s programmes are also applicable to VSPs, taking
into account the limited control exercised by such platforms (MT). Finally, one case shows
that the rules inclusive of restrictions related to alcohol and HFSS products around
children's programmes are applicable to VSPs as well, with additional age and audience
measurement restrictions on all platforms (PT).

3.3. Practicability of the measures imposed on VSPs

According to Article 28b (3) of the AVMS Directive, the measures imposed on VSPs as
detailed above should be practicable and proportionate and take into account criteria such
as the size of the VSP service and the nature of the service, as well as the nature of the
content. The appropriate measures should be determined in light of the nature of the
content in question, the harm it may cause, the characteristics of the category of persons
to be protected as well as the rights and legitimate interests at stake, including those of
the VSP providers and the users who have created or uploaded the content as well as the
general public interest.

The manner in which this is implemented in the national law is analysed from the
perspective of whether the criteria established by the AVMSD have been referred to and/or
whether the covered territories introduced any other additional criteria in this respect.

A significant number of cases include the aforementioned criteria as stipulated in
the revised AVYMSD (BE FR, BE NL, BG, CZ, FI, HU, LU, RO, SI), with some of these offering
further criteria, such as possible prejudice and illegal content (BE FR) as well as the scope
of a VSP (LT), or stipulating that the provider exercises limited control over communications
and any other measures which have been taken or are to be taken (GB). In some instances,
it is provided that the national regulatory authority and/or government is to issue further
guidance (BE NL, CZ, FR). One case does not include any reference to these criteria in the
legislation, but there is a reference in the legislative preparatory documents (SE). There are
also situations in which only the threshold based on the number of users to determine the
categorization by size of the platform is stipulated under other legislation (DE - Network
Enforcement Act). Also, in one case, no criteria are stipulated but the legislation refers to
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commercial communications and harmful content applicable to minors as to the nature of
the content (MT). No criteria are found in a minority of cases (AT, CY, EE, NO, PT).

The cases which include all or some of the criteria from the revised AVYMSD are
presented in the following graphical representation, depicting the extent of inclusion of
these criteria.

Table 13. Reference to the definition of certain criteria in the covered territories
Size of the VSP Nature of the Nature of the Harm; Protected

service content persons; rights and
legitimate interest;

General public
interest

BEFR | Yes Yes Yes Yes
BENL | Yes Yes Yes Yes
BG Yes Yes Yes Yes
Yy No No No No
(@4 Yes Yes Yes Yes
DE No No No No
DK Yes Yes No No
EE No No No No
ES Yes Yes Yes No
Fl Yes Yes Yes Yes
FR No No No No
GB Yes No Yes Yes
GR No Yes No Yes
HR Yes Yes No Yes
HU Yes Yes Yes Yes
IE No No No No
IT No No No No
LT No Yes Yes Yes
LU Yes Yes Yes Yes
LV No No No No
MT No No No No
NL No No No No
NO No No No No
PL No No No No
PT No No No No
RO Yes Yes Yes Yes
SE No No No No
Sl Yes Yes Yes Yes
SK No No No No
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3.4. Regulation and enforcement

This part deals with the identification of the authority which is in charge of regulatory and
enforcement powers with regards to VSPs and includes, besides the list of these institutions,
their role and the scope of their activities in this regard.

5.4.1. Regulatory bodies in charge

The national authority in charge of the regulation of VSPs remains, for the most part, in the
hands of public authorities which have been and are entrusted with regulation of
audiovisual media services, i.e. national media/communications regulatory agencies and/or
relevant government ministries/departments. However, it is clear that in some cases (IE,
FR), a shift towards the establishment of new regulatory bodies is envisaged. For example,
in Ireland, the member state with jurisdiction over the majority of VSP services offered in
Europe, the relevant legislation proposes a comprehensive online safety and media
regulation legislative package, which also envisages the dissolution of the existing national
regulatory authority (the Broadcasting Authority of Ireland) and the establishment of a
Media Commission, which will oversee the regulation of VSPs, including the responsibilities
related to measures which must be adopted by VSPs. Similarly, the French pending
legislation envisages a merger between the current media regulatory authority, the
Audiovisual Superior Council (Conseil Supérieur de ['Audiovisuel, CSA) and the High Authority
for the dissemination of works and the protection of rights on the Internet (Haute Autorité
pour la Diffusion des (Euvres et la Protection des droits d'auteur sur Internet, HADOPI) into a
new institution Audiovisual and Digital Communication Regulatory Authority (Autorité de
Régulation de la Communication Audiovisuelle et Numériqgue, ARCOM).

The spheres of obligations stemming from the revised AVMSD, encompassing areas
such as data protection, inevitably require cooperation between different and differing
actors, which requires flexibility and adaptability, in light of new challenges. Examples of
shared responsibility among several public authorities, all in their respective domains can
be seen in some cases (FI and SE), covering the relevant field and including data protection
agencies and consumer Ombudsmen.

As seen in the regulatory arrangements relative to linear and non-linear audiovisual media
services, some regulatory aspects are within specific regulatory institutions (such as the
German Commission for the Protection of Minors in the Media (KIM)).
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Table 14.  Competent regulatory bodies

- Competent regulatory body

AT The Austrian Communications Authority (Die Kommunikationsbehorde Austria, Komm
Austria)Y’

BE FR | The Superior Audiovisual Council (Conseil supérieur de l'audiovisuel, CSA)*®

BE NL | The Flemish Regulator for the Media (Vlaamse Regulator voor de Media, VRM)*®

BG The Council for Electronic Media (Cveem 3a enekmporHu meduu, CEM)2°

cy The Radio Television Authority (Apxr PadtotnAedpaong Kumpou, CRTA)*

The Council for Radio and Television Broadcasting (Rady pro rozhlasové a televizni vysildni,

RRTV)2

The competent regulatory bodies for VSPs are organised on a state level, most states

having a state media authority (LMA), while the states of Hamburg and Schleswig

Holstein share one authority, as do the states of Berlin and Brandenburg. The state media

authorities form joint commissions for certain tasks

In the field of the protection of minors in the media, the Commission for the Protection

of Minors (Kommission fiir Jugendmedienschutz, KIM)* is responsible for the final

evaluation of broadcasting and telemedia

Cooperation takes place between the state media authorities within the framework of

their joint institutions. Some cooperation is also planned between federal and state

institutions

DK The Radio and Television Board (Slots- og Kulturstyrelsen, SLKS)?*

The Consumer Protection and Technical Regulatory Authority (Tarbijakaitse ja Tehnilise

Jarelevalve Amet, ECTRA)?

The National Authority for Markets and Competition (Comisidn Nacional de los Mercados y

la Competencia, CNMC)2¢

ES The Ministry of Economic Affairs and Digital Transformation (Ministerio de Asuntos
Econdmicos y Transformacion Digital)” has competences for keeping of the state registry
of audiovisual communication service providers and VSPs
The Finnish Transport and Communications Agency (Liikenne- ja viestintdvirasto Traficom)
2 is responsible for the supervision of compliance with the Act on Electronic
Communications Services

Ccz

DE

EE

FI
The Ministry of Transport and Communications (Liikenne- ja viestintdministerié)? is
responsible for the overall guidance and development of the activities

7 https://www.rtr.at/medien/wer_wir_sind/KommAustria.html.
18 https://www.csa.be/.

9 http://www.vlaamseregulatormedia.be .
20 http://www.cem.bg/.

2 http://www.crta.org.cy

22 https://www.rrtv.cz/cz/

2 https://www.kjm-online.de/.

24 https://slks.dk/omraader/medier/.

% https://www.ttja.ee/et.

26 https://www.cnmc.es/.

27 https://www.mineco.gob.es/.

28 https://www.traficom.fi/en/.

2 https://www.lvm.fi/en/home.
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- Competent regulatory body

The Data Protection Ombudsman supervises personal data protection®

The Consumer Ombudsman (Dataombudsman)* supervises compliance with regard to
marketing targeted at children, the legality of contractual terms as well as marketing and
procedures followed in customer relationships

The National Audiovisual Institute (Kansallinen audiovisuaalinen instituutti)® supervises
compliance with the Act on Audiovisual Programmes

The Superior Audiovisual Council (Conseil supérieur de Uaudiovisuel, CSA)3?

(Draft legislation, in the adoption procedure at the time of writing this report, foresees

FR the merger of the CSA and the High Authority for the dissemination of works and the
protection of rights on the Internet (La Haute Autorité pour la diffusion des ceuvres et la
protection des droits sur internet, HADOPI**) into a new authority, ARCOM

GB The Office of Communications (Ofcom)3*
The National Council of Radio and Television (ESviké Suu BoUAio PaédiotnAedpaarng,

GR
NCRTV)3

HR The Electronic Media Council (Vijece za elektroni¢ke medije, CEM) which manages the
Agency for Electronic Media (Agencija za elektronicke medije, AEM)*’

HU The Office of the National Media and Infocommunications Authority (Nemzeti Média- és
Hirkozlési Hatdsdg, NMHH)3®
Currently no body with regulatory or enforcement powers with regards to VSPs, but the
draft legislation (in the adoption procedure at the time of writing this report) provides for

IE the establishment of a Media Commission as a statutory body at which point, the current
Broadcasting Authority of Ireland, BAI*® will be dissolved; hence no information available
at this point

T Adoption of relevant legislation pending, but reasonable to expect it to be the Italian
Communications Authority (Autorita per le Garanzie nelle Comunicazioni, AGCOM)*

LT The Radio and Television Commission of Lithuania (Lietuvos radijo ir televizijos komisija
LT, RTCL)*

LU The Luxembourg Independent Media Authority (Autorité luxembourgeoise indépendante de

Laudiovisuel, ALIA)*

30 https://tietosuoja.fi/en/home.

31 https://www.kkv.fi/.

32 https://kavi.fi/en/national-audiovisual-institute/.
35 https://www.csa.fr/.

34 https://www.hadopi.fr/.

35 https://www.ofcom.org.uk/home.
36 https://www.esr.gr/information/.
37 https://www.aem.hr/.

38 http://nmhh.hu/.

39 https://www.bai.ie/.

40 https://www.agcom.it.

1 http//www.rtk.lt.

42 https://www.alia.lu.
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- Competent regulatory body

Lv

MT
NL

NO

PL

PT
RO

SE

SI

SK

The National Electronic Mass Media Council (Nacionala elektronisko plassazinas lidzek{u
padome, NEPLP)*

The Malta Broadcasting Authority (BA)*
The Media Authority (Commissariaat voor de Media, CvdM)*
The Norwegian Media Authority (Medietilsynet)*

The Norwegian Consumer Authority (Forbrukertilsynet).* The Marketing Control Act
includes advertising on social media (blogs, Facebook, Instagram, Twitter and Snapchat)
where primarily text or photos are used

The National Broadcasting Council (Krajowa Rada Radiofonii i Telewizji, KRRiT)*
The Regulatory Authority for the Media (Entidade Reguladora para a Comunicacdo, ERC)*

The National Audiovisual Council (Consiliul National al Audiovizualului, NA)*

The Swedish Press and Broadcasting Authority (Myndigheten fér press, radio och tv,
MPRT/SPBA)*L, the Swedish Consumer Ombudsman (Konsumentverket)*? and the Swedish
Authority for Privacy Protection (Integritetsskyddsmyndigheten)*

The Agency for Communication Networks and Services (Agencija za komunikacijska
omreZja in storitve, AKOS)>

The Council for Broadcasting and Retransmission (Rada pre vysielanie a retransmisiu,
RVR)*> (possibly under a new name)

Source: Analysis of the responses to the European Audiovisual Observatory standardised questionnaire

3.4.2.

Existence of a notification/registration system

In order to be able to assess the appropriateness of the measures taken by VSP providers,
member states should, according to Article 28b (5) establish the necessary mechanisms.
The AVMSD further stipulates that such assessment is to be entrusted to the national
regulatory authorities or bodies. In order to get the measure of how the covered territories
have decided to implement these notions, the review of the existence of notification or

43 https://www.neplpadome.lv/.

44 http//www.ba-malta.org/.

4 https://www.cvdm.nl/.

46 https://www.medietilsynet.no/en/about-medietilsynet/.

47 https://www.forbrukertilsynet.no.

48 https://www.gov.pl/web/krrit.

4 https://www.erc.pt/.

>0 https://www.cna.ro/.

>1 https://www.mprt.se/en/.

>2 https://www.konsumentverket.se/.

>3 https://www.imy.se/other-lang/.

>+ https://www.akos-rs.si/.

> http://rvr.sk/.
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registration systems for VSPs is presented, as one of the first steps of the assessment
obligations. While a more thorough review of the fulfilment of these obligations is to be
seen from the manner in which the covered territories determined the compliance,
enforcement and sanctioning powers vis-a-vis regulatory policies for and around VSPs, the
notification/registration of these services is also important to note.

In that respect, notification/information-request procedures® are seen in 27 cases
(AT, BE FR, BE NL, BG, CY, CZ, DE, DK, EE, ES, FI, FR, GB, GR, HR, HU, IE, LT, LU, LV, MT, NL,
PT, RO, SE, SI, SK), usually a priori i.e. prior to the start of operations in the country, with a
specific deadline attached, including the deadlines for the existing services which operated
prior to the adoption of relevant legislations. These cases include situations in which it is
stipulated that the relevant national regulatory authority is to keep a list of VSP providers
under its jurisdiction. While the majority of cases envisage registration with the relevant
regulatory authority, some cases require court registrations in addition to registrations with
the regulatory authority (HR), business registries or notaries (EE) or the relevant ministry
(LU). ALl cases include provisions stipulating the establishment of public registries of VSP
providers.

As for the notification/registration conditions, 14 legislations do not prescribe the
details, which are to be determined by the competent authority (CY, DE, DK, ES, FI, FR, GB,
GR, LV, PT, PT, RO, SE, SI). Where determined, the requested data predominantly relates to
contact details and legal representation, as well as jurisdictional determinations (AT, BE FR,
BE NL, BG, EE, HR, HU, LU, MT, NL), the description of VSP services (BE FR, BE NL, CZ, HU,
LU) and the drafting of general conditions of use of the VSPs (BG, CZ - for the services in
existence prior to adoption of legislation). Notification, in some instances, includes the
obligation on the part of VSPs to provide the national regulatory authority with free and
unencrypted access to VSP services for monitoring purposes (LU), while one case
determines the obligation on the part of VSPs to publish all the notification data (NL).

Table 15.  Existence of a notification/registration system

Existence of a Conditions for notification/registration system
notification/registration system

Notification no later than 2 Requested data: contacts, jurisdiction, obligatory
AT months after the annual updating
commencement of activities

Requested data: contacts, jurisdiction, description
of the service and appropriate measures;
BEFR | Prior registration commencement dates and the terms and
conditions for marketing this service. Obligatory
prior notification for changes to any elements

> For the purposes of this Mapping, no difference is made between notification and registration procedures, as
they don’t differ substantially in practice. For a comprehensive overview of licensing procedures in EU member
states, see European Audiovisual Observatory, Mapping of licensing systems for audiovisual media services in
EU-28, https://search.coe.int/observatory/Pages/result_details.aspx?0bjectld=09000016808d3c6f.

© European Audiovisual Observatory (Council of Europe) 2021
Page 40


https://search.coe.int/observatory/Pages/result_details.aspx?ObjectId=09000016808d3c6f

BE NL

BG

cY

cz

DE
DK

EE

ES
Fl

FR

GB

GR

HR

MAPPING OF NATIONAL RULES APPLICABLE TO VIDEO-SHARING PLATFORMS:

Notification at least 14 days
prior to launch of services

The national regulatory
authority will keep a list of VSPs,
while the persons who intend to
provide VSP services may
request a  certificate  of
notification to be issued to them

ILLEGAL AND HARMFUL CONTENT ONLINE

Existence of a
notification/registration system

Conditions for notification/registration system

Requested data: jurisdiction; description of the
service

The Flemish Government determines any further
information to be provided, as well as the
subsequent changes to that information that must
be communicated to the national regulatory
authority

Requested data: contacts, Internet address (URL),
jurisdiction; draft conditions for the users,
estimated date of start of the activity

Persons who intend to provide VSP services must inform the national regulatory

authority

Notification at least 15 days
prior to the provision of services
For those that already provide
VSP services, obligatory
notification to the national
regulatory authority within 90
days following the entry in force
of the legislation

Requested data (inter alia): jurisdiction, for those
already in existence, the description of protection
measures

A list will be compiled of all services, with no further details
Notification obligation established, without further details

Notification either with the
Estonian Register of Economic
Activities or a notary

Requested data: contacts, web page, indication of
obligatory conditions, reference to the national
media regulatory authority as the supervisory
authority

Obligatory registry in the audiovisual registry
Prior registration with the Transport and Communications Agency

The national regulatory
authority will keep a list of VSPs
Notification at least 10 working
days in advance to the national
regulatory  authority,  VSPs
already in operation were
required to notify by a set
deadline. Any changes must be
notified

The national regulatory
authority will keep a list of VSPs
Registration in the court register
or other, prescribed by the state.
VSPs already in service are
required to send notification to
the national regulatory

Criteria will be established by the national
regulatory authority

The national regulatory authority establishes the
manner of and information required for
notification

The national regulatory authority can define the
criteria
Conditions vis-a-vis the jurisdiction
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authority  within 60 days
following the entry in force of
the legislation.

The national regulatory
authority keeps a list of VSPs
Obligatory notification prior to
launch of services to the
national regulatory authority,
who will keep a list of VSPs
Obligatory notification of
changes within 15 days
Legislation stipulates that these
matters will be a subject to rules
of the envisaged Media
Commission, which will also
allow for the Media
Commission’s designation of
relevant online services. It also
stipulates that VSPs shall be a
category of designated online
services

ILLEGAL AND HARMFUL CONTENT ONLINE

Existence of a
notification/registration system

Conditions for notification/registration system

Requested data: contacts, jurisdiction, description
of the service, website address (URL address),
planned dates of service provision

The proposed Media Commission will have the
responsibility in this respect; hence no
information available at this point

Adoption of relevant legislation pending
The national regulatory authority is to establish the procedure for registration

Notification at least 20 days in
advance to the relevant ministry
in charge of media which keeps
a list of service providers

Requested data: identification data, jurisdiction,
description of the service to be provided; planned
starting date of the activities

By notifying, the VSP gives the national regulatory
authority free and unencrypted access to its
service and provides it with any information
required for monitoring purposes

The national regulatory authority maintains a list of VSPs

Notification is to be done by
means of a letter addressed to

the Chair of the national
regulatory authority
The national regulatory

authority maintains a list of
VSPs
EEA process pending

Requested data: contacts and registration data

VSPs obliged to publish the requested data:
contacts, jurisdiction, with the national regulatory
authority as designated supervisor

The national regulatory authority will determine the requirements

The national regulatory authority maintains a list of VSPs
The national regulatory authority maintains a list of VSPs

The Swedish Broadcasting Commission maintains a list of all services
Obligatory notification to the national regulatory authority

14-day prior notification is required in the event of changes to services

A registration and notification system will be introduced in the new legislation

© European Audiovisual Observatory (Council of Europe) 2021

Page 42



MAPPING OF NATIONAL RULES APPLICABLE TO VIDEO-SHARING PLATFORMS:
ILLEGAL AND HARMFUL CONTENT ONLINE

Source: Analysis of the responses to the European Audiovisual Observatory standardised questionnaires

3.4.3. Compliance, enforcement and sanctioning powers

In order to be able to properly implement the obligations provided for VSP services, the
issues of compliance, enforcement and sanctioning powers are next assessed. As stipulated
in Article 28b (5) of the revised AVYMSD, member states are to establish the necessary
mechanisms for relevant regulatory authorities, or other public institutions entrusted with
the regulation of VSPs’ obligations, to assess the appropriateness of the measures taken by
VSP providers. It is noted that this provision is incorporated in the national legislations
verbatim. The manner in which the assessment is to be done is not possible to evaluate at
this point, as a lot of “hands-on” regulatory mechanisms are foreseen by secondary
legislative acts, to be adopted by regulators. This is where more concrete regulatory
responses to the basic tier of obligations stemming from the AVYMSD will be seen, but, as
these are to follow the legislative adoption procedure, it is impossible to offer much
guidance or any conclusions at this point.

However, some legislative mechanisms do provide an insight into the execution of
assessment powers, emphasising the prohibition against making an a priori assessment of
the content, as well as suitability and proportionality principles (AT).

Reliance on self-regulatory codes of conduct in this regard is clearly identified in
some cases (e.g. DE, except in cases of serious violations of the rules on illegal content), or
in the case in which the role of the national regulatory authority extends to monitoring of
the establishment, content and application of self-requlatory mechanisms (NL). A very good
example of co-regulation vis-a-vis VSPs (as is also the case with audiovisual media services)
is found in the UK’s approach, where a self-regulatory body should be established by the
industry, but, if none is formed, the requlator can designate a regulatory authority for VSPs
or serve as the regulatory authority. The national regulatory authority also facilitates the
development of VSP codes of conduct, in addition to regulatory enforcement powers.

Where already stipulated, the enforcement of regulatory powers over VSPs is
envisaged in three consecutive steps (BE FR, CY, CZ, DE, DK, GB, GR, HR, HU, LU, LV, MT,
RO, SE):

B assessment of measures taken by VSPs;
B request for adaptation of measures, if found inappropriate;
B sanctioning, in case of compliance failure.

Of these, sanctioning powers in general relate to financial fines, but there are cases in which
other sanctions can also be imposed (DE - prohibition, blocking, withdrawal and
revocation; HU - suspension of service, removal of non-compliant service providers from
the register, prohibition of the unlawful conduct; RO - request to remove illegal content or
restrict access to it or explicitly display a warning, require a hosting service provider to
remove, disable or restrict access to a VSP, require registry operators to remove the domain
name).
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Law enforcement agencies are identified in one case, allowing for the pressing of
charges for suspected criminal activities (DK).

Data protection obligations are assumed by default to be entrusted to data
protection authorities, as well as ombudsman’s offices for consumer protection related
matters (DK, SE).

Table 16.  Existence of compliance, enforcement and sanctioning powers

Compliance and enforcement S
Sanctioning powers
powers

When determining the financial sanction,
The regulatory authority can the following must be taken into account:

initiate ex officio procedure to e the gravity and duration of the
AT review the appropriateness of violation
the measures e the financial strength (e.g. turnover)
e profits made
e previous violations
e The national regulatory Sanctions can be imposed, relative to
authority assesses the obligations around the protection of minors
appropriateness of and advertising
obligatory measures
BE FR taken by VSPs
e If found inappropriate,
VSP invited to correct
the deficiencies within
a set time
BE NL Relevant rules not yet adopted (at the time of writing this report), but
enforcement and sanctioning powers for VSPs envisaged
BG Legislation envisages the national regulatory authority’s responsibilities over
VSPs’ observance of the legal obligations, without further details
The national regulatory | The national regulatory authority has the
authority may assess the | power to monitor implementation and
cY . . . .
measures taken by VSPs impose administrative sanctions, to be
prescribed by secondary legislation
e The national requlatory | The national regulatory authority can
authority can assess the | impose financial fines
measures taken by VSPs
and request corrective
mechanisms if
Cz measures are
insufficient
e Another checking

mechanism is a prior
notification obligation
(15 days) of any
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Compliance and enforcement —
Sanctioning powers
powers

changes to protection
measures

e In case of “serious
insufficiencies” in the
measures, a request for
remedy within a
reasonable deadline
can be sent

e |In the field of the | Measures of the respective state media
protection of minors, | authority in cases of violations are:
the KIM shall take the e complaint, prohibition, blocking,
necessary measures, withdrawal and revocation
first assessing self- and | Certain youth protection offences can
co-regulation, except in | constitute an administrative offence, which
cases of serious | can be punished with a fine

DE

violations
e The national regulatory e The national regulatory authority can
authority can decide on prosecute violations
the appropriateness of e The police have the right and
measures taken by VSPs obligation to press charges for
e The Data Protection suspected criminal acts
Agency supervises

compliance with the
rules on the protection

of personal data,
providing guidance,
dealing with complaints

and making inspections

e The Intelligence and
DK Security Centre under
the Danish Police has a
special Cyber Centre
that specifically
addresses intelligence
and investigation tasks
relating to cyber threats

affecting national
security
e The Consumer

Ombudsman monitors
whether businesses are
complying with
marketing practices

e The national regulatory authority’s mandate is to be extended to
supervision of compliance with legal obligations

e The law enforcement agency may apply specific measures of state
supervision for specific issues

EE
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Compliance and enforcement —
Sanctioning powers
powers

ES The national regulatory authority will control compliance by VSP providers
Fl The national regulatory authority can assess the measures taken by VPS
e The national regulatory Regulation awaited

authority has to ensure

that VSPs take all

appropriate measures,

annually report on them

and the number of

codes of  conduct

adopted by them
FR e The national regulatory

authority must inform

the data protection

authority ~ when it

receives a request from

a VSP user about

personal data, and can

request advice from this

institution
The  national  regulatory The national regulatory authority can issue
authority is to: notices and fines

e monitor the measures
taken by VSPs

e recognise a self-
regulatory authority

e designate a VSP
regulatory authority

e serve as the regulatory
authority if a self-

GB regulatory body is not
formed
e facilitate the

development of VSP
codes of conduct in
commercial
communications in and
around videos likely to
appeal to children

e enforce the notification
requirement for VSPs

e The national regulatory If sanctions are to be issued, the following
authority has must be taken into consideration:
monitoring assessment e the gravity of the violation

GR powers e the degree of fault

e The specific obligation e the financial situation of the provider

of VSPs in terms of the e repeated violations

implementation of the
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Compliance and enforcement —
Sanctioning powers
powers

measures will be
determined by a
relevant minister, after

consulting  regulatory
authorities
The  national  regulatory The national regulatory authority can issue

authority will assess the financial fines for a series of offences

HR measures taken by VSPs
The  national  regulatory The national regulatory authority can issue
authority periodically financial fines, suspend services, remove
analyses, assesses and non-compliant service providers from the
evaluates the adequacy and register, prohibit unlawful conduct, and
effectiveness of the measures impose obligations for the enforcement,
taken by VSPs taking into account:
e the nature and gravity and its re-
occurrence, continuity, duration
HU e the financial advantage gained
e the harm caused
e the number of persons aggrieved or
jeopardised
e the damage caused
e the violation of personality rights
e the impact of the infringement on the
market
e repeated infringement (within 1 year)
IE Subject to rules of the proposed Media Commission, inclusive of compliance
and warning notices for designated services
IT Adoption of relevant legislation pending
National regulatory authority collects relevant information on VSPs and
LT analyzes their activities, as well as prepares information and methodological
material on these issues
The  national  regulatory The national regulatory authority can issue
authority is to monitor and these sanctions:
evaluate the appropriateness e areprimand
LU of the measures taken by e areprimand with the duty to read an
VSPs announcement
e afineof 250to 25.000 euros (doubled
if the offence is repeated within 6
months)
The national regulatory The national regulatory authority can issue
LV authority has the same powers the same set of sanctions for all
for all audiovisual media audiovisual media services and VSPs
services and VSPs
MT The national regulatory authority will assess the appropriateness of measures

taken by VSP measures and has the right to issue related directives
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Compliance and enforcement —
Sanctioning powers
powers

The national regulatory It is deemed that the current system of
authority will monitor the self-requlation and enforcement s
NL establishment, content and sufficiently effective, hence, no extension
application of the codes of of the enforcement powers of the regulator
conduct
NO EEA process pending
Where violations occur, the President of the national regulatory authority shall
PL issue a fine, up to 20 times the average monthly remuneration in the
enterprises sector
PT Regulations and arbitrations are subject to the national regulatory authority’s
approval, unless the VSP provider adheres to an existing arbitration centre
The national regulatory The national regulatory authority can issue
authority will assess the sanctions:
appropriateness of measures - request the removal of illegal content or
taken by VSPs restrict access to it or explicitly display a
warning;
- require a hosting service provider to
remove, disable or restrict access to a
VSP;
- require registry operators to remove the
RO domain name
The national regulatory authority may
request the National Institute for Research
and Development in Informatics (for
domains and subdomains in the area .ro),
the transmission of data or information
that may lead to the identification of
persons providing an audiovisual media
service, VSP or which uploads and
generates video material on a VSP
e The Swedish e The orders of the Swedish
Broadcasting Broadcasting Commission may be
Commission may decide accompanied by fines.
on orders necessary to e  Failure to comply with the provisions
ensure that the VSP and conditions vis-a-vis advertising
complies  with  the may result in the imposition of a
SE provisions on special fee

appropriate measures

e VSPs have a reporting
obligation  for  the
purpose of supervision
of its services, inclusive
of issues relative to
product placement,
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Compliance and enforcement —
Sanctioning powers
powers

sponsorship and
advertising
e The Consumer

Ombudsman exercises
supervision with regard
to the provisions on
advertising and
children, as well as
medical treatments

The national regulatory Sanctions will be determined by the
S| authority will assess the regulator’s secondary legislation
appropriateness of measures
take by VSPs
K New legislation will assign the role to the national regulatory authority in this

respect

Source: Analysis of the responses to the European Audiovisual Observatory standardised questionnaire

35.4.4. Development of self- or co-regulatory codes or
schemes

The development of self- and/or co-regulatory mechanisms is not a novelty, as they were
already introduced in the 2010 AVMSD to reflect the ongoing technological and market
developments. Article 4 (7) provided that:

member states shall encourage co-regulation and/or self-requlatory regimes at national
level in the fields coordinated by this Directive to the extent permitted by their legal systems.
These regimes shall be such that they are broadly accepted by the main stakeholders in the
member states concerned and provide for effective enforcement.

During the 2018 revision of the AVMSD, European lawmakers took a step forward in favour
of stakeholders, and particularly service providers, being more involved in the regulatory
process through self- and co-regulation. According to Article 4a (1) of the revised AVMSD,
member states:

shall encourage the use of co-requlation and the fostering of self-requlation through codes
of conduct adopted at national level in the fields coordinated by this directive to the extent
permitted by their legal systems.

Codes of conduct are specifically encouraged for the protection of minors against exposure
to advertising for alcoholic beverages, foods and beverages that are high in salt, sugars, fat,
saturated fats or trans-fatty acids, and gambling.
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Notwithstanding the revised AVMSD’s general support for self- and co-regulation,
according to Article 4a (3), member states are free to require media service providers under
their jurisdiction to comply with more detailed or stricter rules, “including where their
national independent requlatory authorities or bodies conclude that any code of conduct or parts
thereof have proven not to be sufficiently effective”. The last note takes special account of the
ultimate responsibility of the state for the protection of legal interests such as the
protection of minors.

As stipulated by Article 28b, the use of self-requlatory measures in the
aforementioned areas is applicable to VSPs, as well.

From the transposition legislations, it is clear that the covered territories are indeed
greatly emphasising the self- and co-regulatory mechanisms. Some envisage incorporating
VSPs under the umbrella of already existing self-regulatory structures (BE FR - advertising,
), while others are just introducing these measures (BE FR co-regulation). In some instances,
a specific co-regulatory scheme is afforded legally prescribed financial support by the
national regulatory authority, hence ensuring its proper development and functioning (AT).

It should be noted that some of the self-regulatory bodies presented in the adjacent
table are those that have already been in existence in the covered territories, for
information purposes.

Table 17.  Development of self- or co-regulatory codes or schemes

Development of self- or co-regulatory codes or Self- and co-regulatory bodies
schemes

A self-regulatory body is to provide
codes of conduct and impose sanctions
which will include:

e the publication of its decision

KommAustria is given EUR 75.000 annually e the publication of it

to support self-monitoring efforts vis-a-vis

AT e . recommendation for  future
classification of content and commercial .
communications behaviour
e the withdrawal of a seal of
approval or a positive rating
This body must report to the regulatory
authority every four years
Matters related to illegal content, the protection of minors and advertising can be
BE FR . . . 5
established in self-regulatory codes or be subject to the regulator’s rules
The national legal framework already includes self-regulatory measures for commercial
BE NL S -
communications which also apply to VSPs and users of VSPs
Self- and co-regulation is to be encouraged Existing self-regulatory bodies:
through codes of conduct and standards, e National Council for Journalistic
where suitable and appropriate, inclusive of: Ethics Foundation
BG e journalistic code of ethics e National Council for Self-
e sound levels in advertising Regulation
e ethical rules for commercial The national regulatory authority will
communication further adopt rules for co-regulation,
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Development of self- or co-regulatory codes or Self- and co-regulatory bodies
schemes

regulatory authority will

encourage the development of self- or co-
regulatory codes for VSPs
The national regulatory authority:

helps develop self-regulation
publishes on its website the list of self-
regulatory bodies

At the request of self-requlatory
bodies, it issues statements and
recommendations for internal
regulations of self-regulatory bodies,
in particular in the field of the
protection of minors

Possibility of establishment of voluntary
self-requlatory bodies in the field of the
protection of minors, to be certified by the
KIM, which also monitors these institutions
of self- and co-regulation

No direct references to self- and co-
regulatory schemes

Self-regulatory mechanisms

envisaged

and it can, if it deems that there is
evidence of the ineffectiveness of codes
of conduct, require services to comply
with the relevant rules
Existing self-regulatory bodies:

e Union of Cyprus Journalists

e  Cyprus Advertisers Association
New self-regulatory organisation(s) will
be established and the national
regulatory authority will support them
and cooperate with them

Existing self-regulatory bodies:
e German Press Council
e German Advertising Standards
Council
e Film Industry’'s Voluntary Self-
Regulation Scheme
e Entertainment Software Rating
Board
e Television Industry’s Voluntary
Self-Regulation Scheme
e Voluntary Self-Regulation of
Multimedia Providers Scheme,
recognised under the Youth
Protection Act and responsible for
telemedia providers, including
VSPs
The Minister of Culture has appointed
the Media Council for Children and
Young People to guide on the suitability
of films, programmes, etc. for children
and young people, and provide
information and advice on the digital
education of children and young people

Existing self-regulatory bodies:
o Safer Internet Centre Denmark
(SIC DK)
o Awareness centre (MCDK)
Existing self-regulatory bodies:
e Estonian Broadcasters’ Union
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e The establishment, by the relevant e Estonian Media Alliance
minister, of a code of conduct for the
transmission of commercial
communications in children's
programmes, if VSPs have not
developed it
Self- and co-regulatory mechanisms Existing self-regulatory bodies:
foreseen e Confianza Online, whose ethical
code covers the protection of
personal data, e-commerce with
consumers, digital advertising and
the protection of minors and
adolescents
e  Trust mark (label) system
e Online claims resolution system,
including the AUTOCONTROL
Advertising Jury, for claims related
to commercial communications,
privacy, data protection and the
protection of minors
e National Consumer Arbitration
Council
e PAOS Code, a co-regulatory
instrument regarding the
advertising of food and beverages
to minors
e The national regulatory authority is to foster self- and co-regulation, as well as
cooperation among authorities
e The National Audiovisual Institute may check that the code of conduct complies
with the legislation
The national regulatory authority will have e Besides the existing self-
to foster the elaboration of self-regulatory regulatory instruments, three
instruments codes of conduct are currently
planned in relation to VSPs,
fostered by the national
regulatory authority:
e (Code of good administrative
behaviour
FR e (Codes of conduct for VSPs, which
have to relate to all relevant
obligations
e Codes of conduct about reducing
the exposure of children to
commercial communications for
HFSS products
e There is a proposal for VSPs to
develop charters in order to

ES

Fl
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The national regulatory authority:

will  recognise a self-regulatory
authority should one be established
facilitates the development of VSP
codes of conduct on food and
beverages in commercial
communications in and around videos
likely to appeal to children

The national regulatory authority is to foster
self- and co-regulation
The national regulatory authority is to foster
self- and co-regulation

The national regulatory authority is to:

foster self- and co-regulation

conclude administrative agreements
with self-regulatory bodies

authorise the work of self-regulatory
bodies

retain its powers irrespective of the
aforementioned authorisation

The national regulatory authority:

has a statutory responsibility for the
approval of codes for on-demand self-
regulation

intensify the fight against illegal
commercial  exploitation of
images of children under the age
of 16, pending adoption

e Besides other existing self-
regulatory  instruments, the
Advertising Standards Authority
(ASA), since 2004, has had a co-
regulatory agreement with the
national regulatory authority for
broadcast advertising and a
similar arrangement from 2009
for video on demand (VOD)
services. Since 2010 the ASA has
also covered online advertising

The national regulatory authority:

e serves as the backstop to the self-
regulatory body for advertising for
broadcast and VOD advertising

e consults with industry to maintain
content and consumer panels

e provides information and advice
to the Secretary of State

Not yet established for VSPs

Not yet established for VSPs, except for
the code of conduct for advertising and

marketing communications of the
Croatian Association of
Communications  Agencies (HURA),

which takes into consideration the
content of VSPs
The national regulatory authority has
administrative agreements with:

e Association of Hungarian Content

Providers

e Association of Hungarian
Electronic Media Service
Providers

e Hungarian Publishers’ Association
e Hungarian Advertising Standard

Alliance
Besides existing self-regulatory
instruments, existing co-regulatory

schemes are:
e On-Demand Audiovisual Services
Group (ODAS) for on-demand
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e is an appeals mechanism in respect of services under the auspices of the
the protection of minors and Irish Business and Employers
community standards Confederation (IBEC), comprising:

e Advertisers Association of Ireland

The proposed Media Commission may enter e |nstitute of Advertising

into cooperation agreements with other Practitioners in Ireland

bodies as it sees fit e Advertising Standards Authority

for Ireland
e Representative group of

broadcasters, telcos and other
service providers
While the adoption of relevant legislation is pending, the existing self-regulatory code
IT on “Media and minors” from 2002 establishes in detail rules of conduct for broadcasters
with a view to ensuring a high level of protection of minors
e The law provides the main Existing self- and co-regulatory bodies:

requirements for codes of conduct, e Public Information Ethics
which VSPs can develop by themselves Association — Public Information
LT ) . . .
e It is obligatory for each service Code of Ethics
provider to choose and publish what
kind of code of conduct is applied
LU The national regulatory authority is to foster self- and co-regulation
Lv Obligatory self-regulatory mechanisms for VSPs envisaged
MT The national regulatory authority is to foster self- and co-regulation
e Obligatory self-regulatory Existing self- and co-regulatory bodies:
mechanisms for VSPs envisaged e Advertising Code Committee

e Obligation for VSPs to be affiliated o NICAM (classification)
with the Advertising Code Authority
NL and to be able to prove this by means
of a written declaration from the
Advertising Code Authority, supervised
by the national regulatory authority

In 2020, the Professional Committee for Influence Marketing was established, with the
NO intention to contribute to responsible practices for those who practice influencer
marketing
Self- or co-regulatory codes might be agreed after completing the process of AVMSD
transposition
No  self-reqgulatory or  co-regulatory Existing self-regulatory bodies:
guidelines in regards to VSPs yet e Code of Ethics for Journalists
e Several self-regulatory
mechanisms  for  commercial
PT communications (i.e. signalling
codes, sponsorships and product
placement
e Declaration of principles from the
Portuguese media in relation to

PL
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judicial processes and journalistic

coverage
RO The national regulatory authority is to encourage self- and co-regulation

The national regulatory authority has a general obligation to cooperate with other
SE relevant authorities and to participate in co-regulation concerning requirements for

“appropriate measures” for VSPs
Obligatory self-requlatory mechanisms for Not yet established for VSPs, but the
VSPs envisaged existing self-regulatory instrument is:

e Slovenian Advertising Chamber

SI . .
(covering a range of issues,
including the protection of
minors, etc.)

New legislation will address the question of developing self- or co-regulatory codes for

SK VSPs, while the national regulatory authority will be an active part of co-regulatory

schemes

Source: Analysis of the responses to the European Audiovisual Observatory standardised questionnaire

3.4.5. Out-of-court redress mechanisms for users

Article 28b (7) of the AVMSD prescribes out-of-court redress mechanisms for the settlement
of disputes between users and VSP providers relating to the application of measures taken
by VSPs.

In nine cases, the settlement of disputes is entrusted to national regulatory
authorities (BE FR, DE, DK, FlI, FR, GB, MT, SE, SI). Existing arbitration/mediation/consumer
resolution mechanisms are described in seven cases (AT, BG, CZ, DE, GR, NL and PT), while
four legislations provide for these mechanisms, but the detailed implementation has not
yet commenced (CY, HU, IE, LU). In one case (EE), the out-of-court settlement mandate is
jointly entrusted to the relevant consumer committee and the Director General of the
national regulatory authority. In one case (PL), mediation is envisaged for these matters.

Table 18. Existence of out-of-court redress mechanisms

- Existence of out-of-court redress mechanisms

AT Arbitration Board

BE FR | National regulatory authority

BENL | None

BG Mediation Act (rarely used)

cy Envisaged, not established yet

(4 Envisaged for the Czech Trade Inspection pursuant to the Consumer Protection Act

DE E.nvisaged that the regulatory authorities should set up a joint body for the settlement of
isputes
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- Existence of out-of-court redress mechanisms

DK National regulatory authority

EE Consumer Disputes Committee and Director General of the national regulatory authority
ES None

Fl National regulatory authority

FR National regulatory authority

The national regulatory authority has established a dispute resolution procedure and

GB provided detailed guidance on it
GR Law on Mediation also available for the settlement of disputes between users and VSPs
HR None
HU Envisaged, not established yet
IE Will be addressed in the future
T Adoption of relevant legislation pending, while these mechanisms are in place vis-a-vis
audiovisual media services
LT National regulatory authority
LU Grand-ducal regulation will determine the rules of procedures
Lv None
MT National regulatory authority
Several current out-of-court mechanisms available, e.g.,: Dispute committee under the
NL . .
Foundation for Consumer Complaints Boards
NO EEA process pending
PL Mediation system envisaged
PT System of arbitral courts already in existence referred to in case of VSPs, as well
RO None
SE Swedish Broadcasting Commission
Sl National regulatory authority
SK The new legislation will establish the relevant mechanisms

Source: Analysis of the responses to the European Audiovisual Observatory standardised questionnaire

3.4.6. Rights of users before a court

Ensuring users’ rights before a court in relation to obligatory measures for VSP providers is
another prerequisite stemming from Article 28b (8). While in the vast majority of cases (20)
regular court procedures are available for users, hence no specific provisions in this regard
were deemed necessary (AT, BE FR, BE NL, DE, DK, EE, ES, FI, FR, GB, GR, HR, HU, IE, LU, LV,
NL, PL, RO, SE), in six cases, specific references to possible court procedures are included
in the relevant legislations (BG, CY, CZ, MT, PT and SI).
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Table 19.  Rights of users before a court

- Rights of users before a court

AT No specific provisions, use of regular court procedures
BE FR | No specific provisions, use of regular court procedures
BE NL | No specific provisions, use of regular court procedures

BG Specific reference to court procedures

cy Specific reference to court procedures

(4 Specific reference to court procedures

DE No specific provisions, use of regular court procedures

DK No specific provisions, use of regular court procedures

EE No specific provisions, use of regular court procedures

ES No specific provisions, use of regular court procedures

Fl No specific provisions, use of regular court procedures

FR No specific provisions, use of regular court procedures

GB No specific provisions, use of regular court procedures

GR No specific provisions, use of regular court procedures

HR No specific provisions, use of regular court procedures

HU No specific provisions, use of regular court procedures

IE No specific provisions, use of regular court procedures

IT No specific provisions, use of regular court procedures

LT Specific reference to court procedures in 2021 amendment to the Code of Administrative
Offences

LU No specific provisions, use of regular court procedures

Lv No specific provisions, use of regular court procedures

MT Specific reference to court procedures

NL No specific provisions, use of regular court procedures

NO EEA process pending

PL No specific provisions, use of regular court procedures

PT Specific reference to court procedures

RO No specific provisions, use of regular court procedures

SE No specific provisions, use of regular court procedures

Sl Specific reference to court procedures

SK Legislation process is pending

Source: Analysis of the responses to the European Audiovisual Observatory standardised questionnaire

3.4.7. The stakeholders’ perspective

In addition to the analysis based on the input from the pool of national experts, the
Observatory also approached a selection of industry stakeholders to ascertain their views
on the new obligations for VSPs, particularly focusing on the measures aimed at protecting
the general public from illegal content and content that incites violence or hatred, the
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protection of minors, awareness raising and media literacy, as well as enhanced cooperation
between the relevant authorities.

When it comes to the main challenges that VSPs will face when adapting to the new
rules of the AVMS Directive, Dailymotion held that the new provisions are unclear and
vague; moreover, in their view, they do not embrace the full diversity of VSPs and tend to
associate VSPs with social networks. This lack of clarity would accentuate competition
distortions between global and local players which don’t necessarily have the same
business model and the same financial resources. This respondent felt that the main
challenge for them is that the AVYMSD provisions will be disconnected from their business
model, which is a software as a service (SaaS)’ model rather than a user-generated content
service model.

The interactive livestreaming service Twitch, which hosts real-time content, indicated that
some of the new rules can prove challenging to implement as user-generated-content
services differ widely in the way they function and operate. Companies therefore need
sufficient flexibility to allow them to adopt whichever solutions will have the biggest
impact on their service.

In the same vein, Facebook highlighted the fact that, for many providers, video-
sharing is only one aspect of a broad and inclusive multimedia platform. While the European
Commission has issued guidance on the interpretation of the VSP definition, in particular
on the “essential functionality” criterion, Facebook believed it is still unclear whether and
how multipurpose online platforms will be considered as VSPs under the new AVYMSD. In
their view, a homogenous one-size-fits-all approach is not a viable solution; therefore it
would be essential for regulators to take due consideration of the provisions in Article 28b
(3) of the AVMSD which specify that “the appropriate measures [on VSPs] shall be
determined in light of the nature of the content in question, the harm it may cause [and]
the category of persons to be protected”. In other words, it was of the opinion that the
implementation should be mindful of the practical difficulties that platforms face when
implementing measures to comply with different applicable laws, especially if these would
affect the user experience - for instance, by being overly prescriptive in how safety
measures should be designed, being disruptive to business models or the ability to innovate
and create new products for users.

Snapchat does not consider itself a VSP as defined in the AVYMS Directive, since its
core functionality is visual, private messaging — either one-to-one or in small groups.
Nevertheless, it indicated that they are engaging on a constructive basis with regulators in
different countries in Europe as they transpose the directive. One of the key issues for them
was also proportionality: acknowledging that there is a significant variety in the size,
resources and service models of platforms which may find themselves within the scope of
new requirements, some companies will have well-established systems, tools and teams to
prevent harmful content and activity from being served to their users, while others may be
at a much earlier stage in their development. In order to avoid penalising smaller platforms,
regulators should not, in their view, seek to impose prescriptive and granular requirements

>7 SaaS, also known as on-demand software, is a software delivery model where the user does not need to
download the software, as this can be accessed over the Internet.
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on VSPs, or require a one-size-fits-all solution to problems that will vary significantly from
platform to platform, by deploying specific processes, technologies or tools. In addition,
they understood that when it comes to the Country of Origin principle (COQ), VSPs should
only fall under the jurisdiction of the member state where they are headquartered. In their
view, it is important that European regulators agree amongst themselves how this system
will work in terms of VSP oversight to protect this critical principle from any derogation.

When it comes to age verification, robust technological solutions do not currently
exist. Online age verification of minors is complex and there are several legal and technical
challenges that are unresolved. As an example, age verification would require the collection
and retention of documents such as copies of passports or driving licences, which can be
sensitive. In such complex areas, Snapchat believed that regulators should work together
with companies and wider stakeholders to help develop global solutions, rather than
seeking only to go after non-compliance. Lastly, as a general rule, reviewing systems, as
well as the first assessment of complaints are usually handled by machines, which leaves
some room for improvement as the technology behind these systems improves over time.

3.4.7.1.  Measures to protect the general public from illegal content and content
that incites violence or hatred

The new AVMS Directive provides for obligations on VSPs to put in place measures to
protect the general public from illegal content and content that incites violence or hatred.
In particular, Article 28b (3) envisages several measures such as adapting terms and
conditions to include obligations, reporting or flagging mechanisms, guidance for uploaders
and users about reporting or flagging mechanisms, systems allowing users to rate content
and procedures for complaint resolution mechanisms. The European Audiovisual
Observatory asked the stakeholders about measures put in place prior to the revised
directive and the issues they had experienced. Furthermore, we enquired about the plans
to put in place such measures and the obstacles they foresaw.

3.4.7.1.1. Adapting terms and conditions to include obligations

With regard to adapting terms and conditions to include obligations (Article 28b (3) (a)),
Dailymotion indicated that the main issue experienced involved dealing with national
differences regarding harmful and illegal content. In the same vein, Facebook explained
that they have developed global standards which apply to everyone all around the world
and to all types of content. Their Community Standards® prohibit a significant amount of
content that may affect minors, as well as hate speech and illegal content. These are
constantly revised based on feedback from their community and the advice of external
experts in fields such as technology, public safety and human rights. This consultative
model aims at ensuring that external voices are heard.

58 https://www.facebook.com/communitystandards/
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In their view, reflecting the legal wording of different and potentially overlapping
national legal systems in their Community Standards could present an obstacle, as it could
inhibit the development and innovation of global services and reduce the necessary
flexibility that platforms require to adapt their set of policies to emerging challenges. The
overlap with initiatives to requlate online content in different jurisdictions introduces
requlatory uncertainty and the risk that the same service has to comply with
competing/inconsistent requirements.

Moreover, TikTok has terms of service which apply to all EEA countries and which
currently state that users may not: “intimidate or harass another, or promote sexually
explicit material, violence or discrimination based on race, sex, religion, nationality,
disability, sexual orientation or age” or “use the services to either intentionally, recklessly
or negligently upload, transmit, distribute, store or otherwise make available”, among other
things, any material which infringes the law or someone else’s rights, including privacy or
personality rights; any defamatory material; any material which provides instructions on
how to commit a criminal offence or which discriminates on the basis of someone’s race,
religion, age, gender, disability or sexuality.*

Twitch’s Terms of Service and Community Guidelines already cover a wide range of
the obligations introduced by the Directive; for instance, they address, among other things,
breaking the law; self-destructive behaviour; violence and threats - from physical threats
to hacking, DDOS (Distributed Denial of Service) or swatting threats; hateful conduct and
harassment; unauthorised sharing of private information; impersonation; spamming and
scamming; nudity, pornography, and other sexual content; extreme violence, gore, and
other obscene conduct; as well as IP rights.®

3.4.7.1.2. Reporting and flagging mechanisms

With regard to reporting or flagging mechanisms (Article 28b (3) (d)), Dailymotion has
implemented a dedicated reporting tools! to allow users to report any inappropriate content.
So far, the main issue they have experienced involves finding the right balance between
providing a user-friendly interface open to everyone while addressing all the legal
requirements.

In the case of Facebook, users can report video content if they think it violates the
Community Standards. Reporting works through a click on the three dots next to each piece
of content. Users can also submit a request to remove content they believe is unlawful
according to local law through the Legal Removal Request form. Users have the option to
check the status of their report from the Support Inbox, which only they can see. From this
page, users can learn more about the policies, cancel a report, and see the actions taken
and decisions made. According to this respondent, the reporting tools, which entail
enforcement of the Community Standards, have required the commitment of significant
time and resources to develop from the ground up: at the time of writing this report, more

> https://www.tiktok.com/legal/terms-of-service?lang=en#terms-eea
60 https://www.twitch.tv/p/en/legal/community-guidelines/
61 https://fag.dailymotion.com/hc/en-us/articles/360015762519-Report-inappropriate-behavior-or-content
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than 35,000 people work on security and safety at Facebook,s2 15,000 of whom review
content covering the most widely used languages. Collectively, they review around two
million pieces of content every day. However, according to this stakeholder, overly detailed
or restrictive requirements with regard to the design of the reporting or flagging systems
risk reducing innovation, necessary to the constant improvement of the user experience in
the use of these tools.

As for TikTok, users can report content via the website or the app; in the latter, users
can access the report function or notify by simply holding a finger down on the video or
comment itself. Direct messages and accounts can be reported using the three dots icon at
the top right of the screen. Human moderators review every report: reported content is
placed in a queue for the moderators to review, where the reason for reporting is displayed.
The user is informed about the outcome of their report on a video through a message to
their inbox.

When notifying TikTok users of removals following a violation of the terms of
service (ToS), the user will be informed that the content has been taken down and given
the reason for it. The user is given the in-app option to indicate that he/she believes TikTok
has made a mistake and should reconsider. If the user makes such a request, a human
moderator will consider the appeal and the content will be reinstated to its original status
on the platform, or not, based on their assessment. If a user’s video is removed because it
constitutes an infringement of intellectual property rights, the user may submit a Counter
Notification Form and their application will be handled by a specialist team. If other action
is taken on the user’s account, such as a suspension or an account ban (for severe or
persistent violations of the ToS and/or Community Guidelines),** the user may ask TikTok
to reconsider the decision. The matter will subsequently be considered by a human
moderator or escalated as appropriate. If it is decided that the action was not necessary,
the user’s account may be restored. Twitch, with a very similar reporting mechanism,
indicates that they receive a relatively low level of appeals.

In addition to user reports that are assessed by moderator teams, the livestreaming service
Twitch allows streamers to set higher standards by choosing to apply filters which remove
certain items or by appointing channel moderators who can spot and remove unacceptable
behaviours and delay chat functions.

3.4.7.1.3. Guidance for uploaders and users

In relation to guidance for uploaders and users about reporting or flagging mechanisms
(Article 28b (3) (e)), Dailymotion indicated that dedicated policies have already been
designed and implemented within their Help Centre to protect users and provide them with
guidance on how to report potential inappropriate content and/or guidance on how to
contact relevant authorities if needed.*

62 https://about.facebook.com/actions/promoting-safety-and-expression/
63 https://www.tiktok.com/community-guidelines?lang=en
4 https://fag.dailymotion.com/hc/en-us/articles/360015762519-Report-inappropriate-behavior-or-content
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In the case of Facebook, high-level information regarding what effect has been
given to content reports is provided to users on the “Report Something” page,®® which
includes sections such as “What happens when | report something to Facebook?”, “Does the
person | report get notified?” and “Can | check the status of something I've reported to
Facebook or cancel a report?”.

TikTok users can report inappropriate content or behaviour (such as videos,
comments, audio, direct messages or a user’s profile) if they believe it violates the
Community Guidelines, including content believed to be illegal. Users can report content
in the app and through the website by choosing a reason why they think the content might
violate the Community Guidelines; human moderators then review every user report. When
content clearly violates the Terms of Service or Community Guidelines, action may include
removing or disabling access to content and/or accounts. Non-users of TikTok- such as
NGOs, government bodies and law enforcement agencies —, may also report content which
will be reviewed by a human moderator.

Twitch has produced guidelines on best practices in reporting, recommending that
users include certain information when reporting inappropriate behaviour. This would
include the date, time (including time zone) and description of the violation; where the
violation occurred and/or the target of the violation; content showing the violation (such
as a link to VOD with a timestamp, a screenshot, or a chat log); and the game names
(especially useful for reporting in-game cheating or prohibited games).%

3.4.7.1.4. Systems allowing users to rate content

The amended AVYMSD also refers to systems allowing users to rate content (Article 28b (3)
(g9)). According to Facebook, there is a lack of clarity in the AVMSD as to what specifically
is referred to by “content rating”, in particular whether it refers to “age rating” or to some
type of content descriptors, as well as the scope of application. This respondent is looking
forward to further guidance from the competent national regulator. Furthermore, in their
view, the direct application of the existing content rating systems, designed for traditional
audiovisual services, to VSPs risks being overly complex and impractical. As the content on
a VSP would be rated by users, who naturally have different views, there is a high risk of
inconsistency in the application of the rating functionality. Even if the VSPs were to define
guidelines to assist users, understanding the guidelines inherently entails a certain level of
complexity, which could reduce incentives for most users to apply them correctly and
consistently.

Facebook's existing policies and processes are aimed at preventing illegal or
harmful content from being generally available - e.g. users under 13 years of age are not
allowed on the platform - and reporting systems and automatic tools identify and remove
content violating the Community Standards. This prohibits a significant amount of content

65 https://www.facebook.com/help/263149623790594.
66 https://help.twitch.tv/s/article/how-to-file-a-user-report?language=en_US#BestPractices
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that may affect minors, as well as hate speech and illegal content. For specific products,
such as Facebook Pages, their creators can identify them as “adult only”.

TikTok has put in place warning labels and mask layers on some content. A warning
label may read “The action in this video could result in serious injury”, overlayed onto the
screen while the video plays. It could be shown on content that depicts a potentially
dangerous action by trained professionals, such as extreme sports and professional stunts.
The aim of these warning labels is to deter younger users from imitating any behaviour or
activities that might cause them harm. Warning labels may also be applied on content to
mark unverified information such as the promotion of conspiracy theories. In addition,
warning labels may be used for content which is educational and in the public interest but
might be shocking for some users, such as human childbirth.

Mask layers are screens that are placed ahead of the video content being shown to
warn users that the content behind the screen may be considered disturbing by some of
them. A mask layer may, for example, state “This video may contain sensitive content”, “This
video may be disturbing to some users" or "Viewer discretion is strongly advised”. The user
is invited, as the primary option, to skip the video. Mask layers may be used on content that
shows violence or distressing scenes in an educational or news context where the purpose
of the content is to inform but the material may be upsetting to younger users.

Some of the respondents indicate that this provision does not affect them. For instance,
Dailymotion highlighted the fact that they are a pure video-sharing platform and not a
social network; therefore, this provision would not be adapted to their service, as most of
their users are not logged in or watch the content on a third-party service.

3.4.7.1.5. Procedures for complaint resolution mechanisms

Article 28b (3) (i) refers to the procedure for complaint resolution mechanisms. All
respondents already have complaint mechanisms in place. Usually, problems can be
reported from their in-app settings or by filling in a form. Dailymotion indicated that
professional users can already seek redress if they feel their content has been moderated
unfairly. Moreover, this VSP is reflecting on extending this normalised process to every user.
As for their reporting tool, this is even open to users who are not logged in; however, this
process is not designed to allow notifiers to manage the different stages. Here the company
admits facing a dilemma between keeping an open reporting tool or restricting its access
to their logged-in users to provide a secure complaint mechanism.

Facebook has set up an appeals process for content removal. If a piece of content
has been removed because it violates the Community Standards, the user who uploaded it
will be notified and given the option to request additional review. In April 2018, appeals
procedures were launched globally for content that was removed for violating the
Community Standards for nudity or sexual activity, hate speech and violence. The option of
re-review is now available for additional content areas, including dangerous organisations
and individuals, bullying and harassment, regulated goods and spam. The company is
considering extending the scope of areas for re-review as well as providing appeals for
content that was reported but not acted on. Moreover, in order to answer the most difficult
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questions, Facebook has established an independent “Oversight Board” whose decisions are
binding.

When it comes to users’ awareness and media literacy measures (Article 28b (3) (j)),
not all respondents have started implementing them. Besides, those that are not social
networks wonder to what extent this would be feasible, as the rate of users who actually
log in may be too low for effective personalised communication. For instance, in the case
of Snapchat, a range of online resources (on navigating through Snapchat, staying safe on
the platform, and information about how user data and information is used) are provided
through the safety centre®” and privacy centre,® both of which are easily accessible in-app,
as well as through the external Snapchat support website. Nevertheless, most awareness
and media literacy actions by the stakeholders approached are linked to minors - for further
details, see the following section.

3.4.7.2.  New obligation to protect minors from harmful content

Article 28b (3) of the AVMS Directive also lists the appropriate measures to be taken by
VSPs in order to comply with their new obligation to protect minors from harmful content,
which includes, inter alia: identification of commercial communications in user-generated
content, reporting or flagging mechanisms, age verification systems, parental control
systems or rules about the use of personal data of minors.

When it comes to adapting the terms and conditions to include obligations to
protect minors from harmful content (Article 28b (3) (a)), several respondents indicate that
certain policies are particularly intended for minors, such as those related to nudity, trolling
and bullying or graphic violence. In addition to that, some stakeholders apply age
limitations to anyone wishing to become a user, and even those minors who are allowed to
register will have a limited experience, reducing the content - including advertising - to
which they have access. This usually includes graphic material, as well as certain services
and products such as alcohol, nicotine products or financial services. For Dailymotion, the
main issue experienced was having to deal with national differences regarding harmful and
illegal content.

With regard to adapting terms and conditions to include obligations regarding
commercial communication (Article 28b (3) (b)), two respondents provided some examples.
Advertisers on TikTok must comply with the Community Guidelines and advertising policies,
which go beyond the categories of prohibited advertising listed in the AVMSD, providing
guidance on the types of products and services that can be advertised (this excludes, among
other things, tobacco products, drug-related products and services, weapons, gambling,
sexual products and services, political ads and discriminatory content). In a similar vein,
Facebook’s advertising policies®® include 30 categories of “prohibited” content, such as the
advertising of tobacco products or of illegal products or services. As for “restricted” content,
ads that promote or reference alcohol must comply with all applicable local laws, required

67 https://snap.com/en-US/safety/safety-center
68 https://snap.com/en-US/privacy/privacy-center
9 https://www.facebook.com/policies/ads/
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or established industry codes, guidelines, licences and approvals. In addition, there are age
limitations which affect content categories such as alcohol or adult products or services.

With regard to the identification of commercial communications in user-generated
content (Article 28b (3) (c)), not all respondents have put such measures in place. Facebook
has approached the issue by labelling all monetised advertisements uploaded as “Ads”. In
the case of branded content, there is a branded content tool’ to tag their business partner;
a paid partnership label is applied to each ad post managed through the branded content
tool and highlighted.”

The main challenge with age verification systems (Article 28b (3) (f)), according to
Dailymotion, was the lack of clear guidelines regarding the age verification process
(especially for their users, who are not logged in) - this is the reason why their parental
filter is activated by default. Twitch highlights the importance of finding a common
standard for age verification that ensures robust protections for both online safety and
privacy.

As an example, TikTok uses an age gate on registration as well as moderation
techniques to make sure the VSP is only used by those who meet the age requirements.
This age gate is presented neutrally so that users are not encouraged to enter a date of
birth indicating they are over 13 years; a prospective user who says they are under 13 is
sent back to the registration page, and is blocked from immediately re-entering a different
date of birth. In the case of Facebook, the platform prevents minors from editing the initially
entered birth date. Users are also prevented from attempting to register more than twice in
a single session and enforce a waiting period before they can try again. Moreover, the
company envisages not displaying a default age at or above the minimum required age to
access the services. This social network considers that age verification will be complicated
on a per-app basis and a centralised approach would avoid each individual provider having
to come up with their own unique scheme to verify age, an undertaking that will prove
highly challenging for companies regardless of size, resources, and technical expertise.

In addition, TikTok encourages users to report any suspicion that another user is
under 13 years of age. If the platfom becomes aware, through a user report or moderation,
that someone under 13 is using the services, the user’s account will be terminated and
permanently blocked. TikTok also has a 12+ rating in the App Store and a Google Play Store
rating of “Parental Guidance Recommended”. Parental controls on each store allow parents
to block apps with such ratings on their children’s devices.

The few respondents which have implemented parental control systems (Article
28b (3) (h)) concentrate on a minimum age to become a user and a limited experience for
older minors. For instance, in addition to the platform settings and restrictions, Facebook
provides tools for parents and educators,’”? which include details on how to report underage
children (under 13), how to remove a child's image, information to make parents aware that

70 https://www.facebook.com/business/help/788160621327601?id=1912903575666924
1 https://www.facebook.com/policies/brandedcontent/
2 https://education.fb.com/.
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they cannot monitor their child's activity on Facebook, reporting tools and information on
privacy. Moreover, the safety centre includes a parents portal and a youth portal.

As indicated above, most measures aimed at increasing users’ awareness and media
literacy are aimed at minors. For instance, TikTok has put in place a series of measures such
as the educational video series “You're in Control”,”* presenting TikTok's safety and privacy
controls in an accessible and easy to understand fashion for young users. In addition, there
is a youth portal’* where teens and their families can learn about internet safety and the
tools and controls built into TikTok in a user-friendly format. Lastly, the safety centre’
contains resources to help users further understand TikTok’s policies on topics including
anti-bullying and impersonation. In the case of Twitch, beyond the available guidelines on
different topics, such as privacy (with a section devoted to children’s privacy), the service
offers users ways to protect themselves; for instance, users can disable the sharing of
activities with friends, block whispers — messages in Twitch language - from strangers or
block the receiving of gifts on channels the user does not follow. These measures are
particularly intended for, but not limited to, minors.

As for rules about the use of personal data of minors, several respondents indicated
that these data are used in accordance with the GDPR (General Data Protection Regulation).
For example, if the minor is below the age of consent in their EU country, he/she is sent
into a stripped down service and receives targeted ads. Lastly, there were a series of issues
where the respondents have not implemented specific mechanisms devoted to minors and
they refer to the general answers provided in section 3.4.7.1. on measures to protect the
general public from illegal content and content that incites violence or hatred; these
include reporting or flagging mechanisms, guidance for uploaders and users about
reporting or flagging mechanisms; systems allowing users to rate content; and complaint
resolution mechanism.

3.4.7.3.  Raising users’ awareness of new measures to protect minors and the
general public, and media literacy

One of the measures listed in Article 28b (3) (j) of the AVMSD is “providing for effective
media literacy measures and tools and raising users' awareness of those measures and
tools". Respondents seem to agree that one of the most effective ways to raise awareness
is to make any information available on policies and measures in an easily accessible and
understandable way. In some cases, they are considering launching awareness-raising
campaigns to inform users about these measures. Dailymotion acknowledged that they
have not taken any action in this regard; not being a social network, they cannot bring
personalised communication to most of their users, as subscription is not required to use
the service. Therefore, they focus on an understandable and user-friendly interface when
broadcasting these messages.

73 https://newsroom.tiktok.com/en-us/youre-in-control-video-series-stars-tiktok-creators-to-educate-users-
about-safety-features.

74 https://www.tiktok.com/safety/youth-portal?lang=en.

75 https://www.tiktok.com/safety/en-us/.
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As already mentioned, some platforms have put in place special portals and made
available resources and materials for parents and educators; nevertheless, this applies to
very concrete areas of the new legislation (mainly to minors) and not necesarily to
awareness raising among the general public. As mentioned above, in the case of TikTok,
the key media literacy and awareness-raising tools include clear terms of service and
Community Guidelines, an educational video series, a youth portal and a safety centre with
available resources to better understand the company’s policies on a series of key topics. In
a similar line, Facebook’s Help Centre contains comprehensive information on content
policies and the reporting system, including specific tips in relation to video content across
the website. In addition, their safety centre provides, among other things, a parents portal;
a youth portal; a digital literacy library,’”® with lesson plans designed by experts to help
young people develop the skills needed to navigate the digital world, critically consume
information and responsibly produce and share content; the Online Well-being site,”” with
tools for suicide prevention; the Not Without My Consent site,’® with information on how to
respond to intimate images shared without permission; and the Bullying Prevention Hub,”
a resource for teens, parents and educators seeking support and help for issues related to
bullying and other conflicts. In addition, Facebook runs ad-hoc campaigns and programmes
addressed to local communities, in many instances aimed at young users, which include
digital skills initiatives in the areas of safety or well-being.

3.4.7.4. Need for strengthened cooperation between relevant authorities with
regard to the new rules concerning VSPs

Twitch considers that it is helpful to have common European standards according to the
AVMSD baseline rather than a system that varies county-by-country, as it is in the industry’s
own interest to avoid the proliferation of different national systems. Nevertheless,
Dailymotion argues that better cooperation between authorities is necessary, especially for
medium-size stakeholders, to obtain clear guidelines to ensure better compliance regarding
the new AVMS Directive obligations. This company regrets that data protection and
audiovisual authorities do not always work together to define clear guidelines, notably
regarding parental filters. In addition, it argues that medium-size stakeholders do not have
the financial capacity to develop and implement a compliance plan for each member state.

A larger-size respondent such as TikTok has taken a proactive approach by setting
up an EMEA® trust and safety hub® to collaborate closely with regional regulators,
policymakers, government and law enforcement agencies where required. The company
employs local teams to design and enforce policies, as these depend on context and require
a sophisticated understanding of cultural nuances.

76 https://www.facebook.com/safety/educators/.

77 https://www.facebook.com/safety/wellbeing.

78 https://www.facebook.com/safety/notwithoutmyconsent.

79 https://www.facebook.com/safety/bullying/.

80 Europe, the Middle East and Africa.

8 https://newsroom.tiktok.com/en-gb/tiktok-establishes-new-emea-trust-and-safety-hub-in-dublin.
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Facebook considers that it is a little premature to assess whether the current
cooperation system will be sufficient in relation to platforms, at this stage. Although it fully
supports the COO principle, it believes that the single regulator model should be
complemented with a strong cooperation regime which ensures a consistent approach to
VSP regulation across member states and an effective solution to cross-border cases. This
stakeholder is of the opinion that an essential prerequisite for an effective response to
cross-border challenges is having as much harmonisation as possible of the legal national
regimes and of the requlatory practices at enforcement level. For this stakeholder, there
needs to be a consistent understanding of how platforms fall within the scope of the AVYMSD
(i.e. how different products are categorised as regulated services). Besides, there is still
room for divergences in the application of the Commission’s guidelines. The required level
of harmonisation would call for a bigger role for EU coordination of regulators, to avoid
discrepancies and deviations from the rules, to work on clear and harmonised definitions
and regulatory practices, as well as to provide for a swift and effective forum for the
handling of cross-border cases. A cooperation mechanism for VSP regulation needs to
reflect the cross-border nature of VSPs, potentially through a system that looks at cross-
border issues as a whole, rather than based on a series of bilateral cooperations, as
envisaged by Articles 3 and 4 of the AVMSD.

According to this respondent, a strengthened cooperation system would imply
regulators coordinating and working together to define policy, providing an opportunity for
real collaboration with regulators and governments, rather than a system which is just for
checks and balances. When it comes to VSPs, it would be helpful to have cooperation on
the following.

B Consistent AVMSD definitions of AVMSD terms such as “VSP” (including
“essential functionality” in line with the Commission guidance), “profiling”,
“targeted advertising” or “direct marketing”, and consistent implementation
of these concepts.

B A clear definition of content that "may impair the physical, mental or moral
development” of minors and and acknowledgement of the risks of subjective
interpretation. In particular, certain content may have different meanings in
different cultures; content may be perceived by some as raising awareness
but to others as introducing harm; and many subjects may impair physical,
mental or moral development - for example, baking videos featuring
recipes high in fat and sugar could be interpreted as harming a minor's
physical development and then affecting their mental health.

B Where appropriate measures may involve the implementation of systems.
In some cases such systems are needed and will be deemed an appropriate
measure, whereas in others, such systems may not be necessary in practice
to ensure compliance with the general objectives of the AVYMSD.

B The role of self- and co-regulatory models and in which specific areas they
would be most beneficial (e.g. in the protection of minors or innovation with
regard to specific systems such as age verification or parental controls).
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5.4.8. Regulatory challenges

3.4.8.1. Main challenges that the national regulatory authority is facing with
regard to the adaptation to the new rules of the AVMS Directive
concerning VSPs

It is still early to assess the major challenges for the national regulatory authorities at this
point and some national regulatory authorities assess that giving sustainable answers to
this question appears to be premature at this stage, as the preparation and adoption of
secondary legislative acts will influence the approach to the new legislative framework
(DE). Nonetheless, some emerging trends do appear to be of particular interest. The
challenge in identification of VSPs from the perspective of the jurisdictions is flagged by a
number of national regulatory authorities (AT, CY, CZ, EE, FI, FR, LU, MT, PT, SE).

As already having some experience of a certain level of regulation of VSPs, the
Italian regulatory authority Agcoms®? identifies information asymmetry, the difficulty in
accessing VSPs’ data and monitoring their activity as the main challenges. Con cerns over
VSPs’ uptake of obligations stemming from the revised AVMSD is regarded to be a
significant challenge by some (BE FR), while the distinction between VOD and VSP services
is noted as a particular concern as well (BG).

Engaging with the VSPs and exchanging information on the new regulatory
framework is deemed highly important (BE NL, GB). The identified principles vis-a-vis the
regulation of VSP services are those of suitability (a need for oversight of the different
purposes and functions of different services), cooperation (especially international
cooperation, with the need for alignment of regulatory principles and practices and
exchange of best practice), clarity (of rules and definitions, making sure to stay clear of
arbitrary enforcement), flexibility (considering that, size-wise, there is a big difference
between different companies in this sector and a one-size-fits-all approach will not always
be appropriate) and overall quality (BE NL).

Challenges related to the identified need for regulatory adaptation, training and
learning processes are noted (ES), as well as ensuring the considerable organisational
changes required (GR) and the increase in the capacities and capabilities of the regulator
(GB) are deemed very relevant. Also deemed relevant are the need for an interactive
approach and a full understanding of VSP services and the different risks that harmful
material may pose, based on a reliable targeted research agenda and data analytics, as well
as the understanding on the part of VSPs of their new obligations and the steps needed to
come into compliance (GB).

Implementing rules with due consideration for the variety amongst the providers
that have already been developed by the VSPs is another anticipated challenge (regarding

8 Agcom launched a working group in 2018 aimed at extending the provisions regarding pluralism and
correctness of information within electoral campaigns to include VSPs.
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business model, size, target audience, etc.), as well as challenges linked to the cross-border
nature of VPSs (FR).

The protection of pluralism/diversity in relation to the increasing requirements to
eliminate restrictions to allow full free-market competition is yet another foreseen
challenge (HR), while some identify linguistic challenges, both where users’ content is of
one origin and platforms are of another, and in relation to the supervision of certain content
(PT). The sharing of competences vis-a-vis consumer protection, namely in terms of
exposure to commercial content, in particular alcoholic beverages and tobacco advertising
is also listed (PT).

In Sweden, the limited opportunities for co-regulation due to the possibly limited
number of providers under its jurisdiction is identified as one of the challenges. Within this
jurisdiction, the development of an out-of-court redress mechanism is also identified,
having regard to the fact of having regard to the need for cooperation with VSPs which are
not under its own jurisdiction while developing such a mechanism. And finally, timing and
legal deadlines are also considered challenging, due to the large number of general acts
that will have to be prepared and the short legal deadline for the adoption and amendment
of all secondary legislations (SI).

3.4.8.2. Experience regarding any particular issues with the measures put in
place by VSPs prior to the implementation of the AVMS Directive

On the question of the experience in issues related to the measures put in place by VSPs
prior to the implementation of the revised AYMSD, notably with regard to the areas of the
protection of minors from harmful content, the protection of the general public from illegal
content and effective media literacy and awareness initiatives, there is little information at
this point. Some notable examples are provided, related to consumer protection issues,
where the VSPs have been in the regulatory focus due to certain commercial activities, such
as alcohol and gambling advertising (EE).

The United Kingdom’s Ofcom is in a position to provide more evidence in this
regard, having undertaken various activities while preparing for its new duties for
regulating VSPs (e.g. the publication of calls for evidence in July 2020 to gather information
from a wide range of stakeholders about the measures VSPs currently have in place,
including from VSPs themselves, commissioning consumer research designed to inform its
policy development, as well as cooperation with academic experts for the purpose of
preparing reports vis-a-vis the understanding of online hate and the online protection of
minors). Some of these evidences show that, while VSPs are used widely, the majority of
users (70%) encountered exposure to at least one potentially harmful online experience;
that safety measures on VSPs are not at the top of users’ minds, with only 40% of users
claiming awareness of such measures on the platforms they use; that only a minority (15%)
of users feel the current measures are sufficient, that the exposure to potential online harms
is particularly high for younger people, and people with mental health conditions, etc.
Overall, the evidence suggests that the: “...awareness of safety measures to protect users is
low, with signs of confusion about which measures are available and the impact of those
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measures.”® The benefits of various cooperation initiatives on related topics are identified
(IT, SI).

3.4.8.3.  Cooperation between relevant authorities with regards to the new rules
concerning VSPs, in particular in cross-border cases

On the final question concerning the relevance of cooperation between regulatory
authorities on the newly introduced rules for VSPs, there is a universally held and firm belief
in the benefits and necessity of such cooperation. Reasons for advocating cross-border
cooperation (due to the cross-border nature of the services) relate to the need for enhanced
cooperation as it is crucial to enable an effective application of the revised AVYMSD (BE FR).
In addition, the consistent application of the harmonised rules also make it easier for VSP
providers to understand what is required, just as cooperation between the competent
authority in the country of origin with regulators in the country of destination can help to
provide a “boots on the ground” view of how that VSP provider is complying with the rules
for users in other jurisdictions and enable consistency of enforcement actions (GB). Further,
the exchange of information is seen as the first step towards avoiding parallel
investigations (AT), while cooperation can be beneficial in order to assist the competent
authority in fulfilling its supervisory obligations (GR), and it can help resolve jurisdictional
conflicts or uncertainties (LU). The regulation of VSPs will be significantly different
compared to the regulation of linear and on-demand audiovisual media services, which will
make the exchange of experience particularly valuable (SI).

Cooperation under the umbrella of the European Regulators Group for Audiovisual
Media Services (ERGA) is identified by several authorities (BE FR, DE, EE, ES, GR, HU, IT, SE,
S1), ERGA being composed of representatives of national regulatory authorities or bodies of
member states and referred to in the revised AVMSD. Its primary responsibility involves
overseeing audiovisual media services, giving opinions and providing technical expertise
to the European Commission in its task of ensuring consistent implementation, exchange
of experience and best practice, etc. (Article 30b of the revised AVMSD). It is stated that the
2020 ERGA Memorandum of Understanding®* between its members is establishing an
adequate framework for fostering enhanced cooperation (BE FR, ES, IE, MT), making a lot
of progress in this respect (IT), with strong emphasis on this cooperation (DE). Swedish
authorities believe that there is already effective cooperation between relevant authorities
in cross-border cases (especially with the aforementioned Memorandum of Understanding),
but it is stated that there is always room for improvement both at a national and
international level, especially with other authorities which are not media regulators.

The European Platform of Regulatory Authorities (EPRA), the oldest and largest
network of European regulators for the exchange of information, sharing of experience on

8 Ofcom report: “User Experience of Potential Online Harms within Video Sharing Platforms”, available at:
https://www.ofcom.org.uk/ _data/assets/pdf_file/0024/216492/yonder-report-experience-of-potential-harms-

vsps.pdf.

84 https://erga-online.eu/wp-content/uploads/2020/12/ERGA _Memorandum_of_Understanding_adopted_03-
12-2020_Lpdf.
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practical cases and best practice, is also seen as a much-needed multilateral forum which
enables cooperation, and can help accelerate the development of best practice, considering
the fact that the VSP regime’s focus on systems and measures relating to the organisation
of content, rather than the content itself, makes it a novel area for many requlators (GB).
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4. Studies and research

The list of most significant studies and research analyses reported, relative to the partial
inclusion of VSPs under the regulatory remit are available in the table below.

Table 20.

Existence of studies and research (only territories with identified studies are shown)

- Existence of studies and research

BE FR

BE NL

BG

DE

Opinion of the advisory board of the CSA in relation to the Audiovisual Media Services and
Video-Sharing Platforms Act (Avis n® 01/2020 - Avis relatif a l'avant-projet de Décret sur les
services de médias audiovisuels comprenant notamment le projet de transposition de la
Directive européenne 2018/1808 (dite Directive SMA) et la transposition du Code des
Communications électroniques européen (CCEE))3

Parliamentary documentation of the French Community in relation to the Act (Projet de
décret relatif aux services de médias audiovisuels et aux services de partage de vidéos)®

Advice for the Children’s Rights Commissioner on the implementation of AYMD2018 and
amendments to the Flemish Media Decree (Audiovisuele mediarichtlijn opportuniteit voor
ambitieus mediadecreet met oog voor minderjarigen en hun rechten), 11 March 2020%

Note to the Flemish Government concerning the draft decree amending the Media Decree
(Nota aan de Vlaamse Regering), 26 June 202088

Opinion of the SARC Media (Advisory body to the minster of Media) on the draft decree
amending the Media Decree (Advies wijziging Mediadecreet: gedeeltelijke omzetting
AVMD-richtlijn), 17 July 2020%

Reasons for adoption of a draft law amending and supplementing the Radio and Television
Act, an explanatory report to the draft Law for the amendment of the Radio and Television
Act.®®

Self- and co-regulation in the new AVMSD, 2019%*

First Public Consultation on the new State Media Treaty, with submissions from academic
institutes, associations and corporations, 20182

85https://www.csa.be/document/avis-relatif-a-lavant-projet-de-decret-sur-les-services-de-medias-audiovisuel/.

86https://www.pfwb.be/le-travail-du-parlement/doc-et-pub/documents-parlementaires-et-

decrets/dossiers/001679298.

87https://www.kinderrechtencommissariaat.be/sites/default/files/bestanden/advies_2019 2020 _08_audiovisuel

e_mediarichtlijn.pdf.

8 https://beslissingenvlaamseregering.vlaanderen.be/document-view/5EFIADCOAD26920008000508.

8 https://cjsm.be/sarc/SR_media/adviezen/20200717 Advies_wijziging_Mediadecreet_n.a.v. AVMD2018.pdf

% http://mc.government.bg/page.php?p=141&s=737 &sp=0&t=0&z=0.

91 https://rm.coe.int/iris-special-2019-2-self-and-co-reqgulation-in-the-new-avmsd/1680992dc2.

92 https://www.rlp.de/de/regierung/staatskanzlei/medienpolitik/medienstaatsvertrag/onlinebeteiligung-2018/
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o
OURETS
Saph

- Existence of studies and research

Second Public Consultation on the new State Media Treaty, with submissions from
academic institutes, associations and corporations, 2019%

Criminal liability for the content of online media - About intermediary responsibility for
media not covered by the Media Liability Act, April, 2016

Analysis of social media responsibilities. Cases of sharing homicide videos, suicide notes,

DK nude photos and assaults give rise to questions: Who is responsible for the content that is
spread on social media - and what responsibility do we in Denmark want social media to
have?, August 2019%

Recommendations on better protection on social media, November 2019%

EE 2019 Ministry of Culture study on the situation and trends in media policy¥Z
Ministry of Transport and Communications: “Video-sharing platform services in Finland”,
2019%

University of Eastern Finland, Faculty of Law: “A report of the consumer rights provided
Fi for in the Electronic Communications Services Act and the need for relevant provisions”,
2019%

Finnish Government: “Project to reform the law on Electronic Communications Services”1%

Plum Consulting on behalf of the UK Dept of Culture, Media & Sport, Understanding VSPs
under UK Jurisdiction, 2020%

The Alan Turing Institute on behalf of Ofcom, Understanding online hate VSP Regulation
and the broader context, 2021102

GB The Institute for Connected Communities, University of East London on behalf of Ofcom,

Research on the Protection of Minors, 202113

Yonder on behalf of Ofcom, User Experience of Potential Online Harms within Video-
Sharing Platforms, 20214

% https://www.rlp.de/index.php?id=32713.

%nttps://portal.findresearcher.sdu.dk/en/publications/strafansvar-for-indholdet-af-onlinemedier-om-
formidleransvar-for-.

%https://digitaltansvar.dk/wp-content/uploads/2019/12/KOMPR.-Analyse-af-de-sociale-mediers-

ansvar_Digitalt-Ansvar-aug.-2019.pdf.

%https://digitaltansvar.dk/wp-content/uploads/2019/12/Anbefalinger-til-lovgivning_Digitalt-Ansvar-nov.-

2019.pdf.

7 https://www.kul.ee/sites/kulminn/files/2019_meediapoliitika_olukord_arengusuunad_aruanne.pdf.

%https://api.hankeikkuna.fi/asiakirjat/f4a8e63a-5c4f-4c82-a778-dbed38de6595/0efd2377-b58b-495¢c-ad7a-

b8f850500939/RAPORTTI_20190408113856.pdf.

9 https://api.hankeikkuna.fi/asiakirjat/f4a8e63a-5c4f-4c82-a778-dbed38de6595/910018a6-25d2-4509-9cbb-

64612dcb67aa/RAPORTTI_20191028072931.pdf.

100 https://valtioneuvosto.fi/hanke?tunnus=LVYM004:00/2019.

101 https://www.gov.uk/government/publications/report-on-video-sharing-platforms.

102https://www.ofcom.org.uk/ _data/assets/pdf file/0022/216490/alan-turing-institute-report-understanding-

online-hate.pdf.

103 https://www.ofcom.org.uk/ _data/assets/pdf file/0023/216491/uel-report-protection-of-minors.pdf.

104https://www.ofcom.org.uk/ _data/assets/pdf file/0024/216492/yonder-report-experience-of-potential-

harms-vsps.pdf.
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- Existence of studies and research

AGCOM study: Hearing of the President of the Italian Communications Authority, Mr.
Angelo Marcello Cardani - Examination of the Bill containing “European Law” (Audizione
del presidente dell’'autorita per le garanzie nelle comunicazioni Angelo Marcello Cardani
- Esame del disegno di delegazione europea, 2020)'%

European Law 2019 (Bill 1721). First observations by Confindustria Radio Televisioni -

Senate of the Republic, XIV Committee (European Affairs), 2020 (Confindustria Radio
IT Televisioni, Legge delegazione europea 2019 (AS 1721). Prime osservazioni Confindustria

Radio Televisioni Senato - XIV Commissione (Politiche dell'Unione Europea), 2020)%

Bill for European Law no. 1721 - Notes on the relevant directives, 2020 ANICA -
Associazione Nazionale Industrie Cinematografiche Audiovisive e Multimediali, LEGGE DI
DELEGAZIONE EUROPEA N. 1721 DIRETTIVE OGGETTO DI OSSERVAZIONI, 202017

I-COM, AVMSD Refit or Reform? Audio Visual Media Services in the Digital Era, 2016

Regulation of user-generated content in copyright, MA Thesis in Law, 2019 (Vilnius
University Norvaisas, V. Vartotojy sukurto turinio reguliavimas autoriy teiséje)!®®

Vytautas Magnus University Leskauskaite L. Social Media Leaders and Their
Communication: Verbal and Non-Verbal Communication. MA thesis in Communication,
LT 2018110

Kaunas University of Technology Jurgutyté, M. Visual Content Creation Solutions for
Communication with GenerationZ in Social Media. MA Thesis in Marketing Management,
2018

Study by Radboud University and the University of Amsterdam commissioned by the Dutch

N Media Authority study: “How do minors experience sponsored video on YouTube?”, 2019112
The Digital Services Act explained (Ytringsfrihetskommisjonen Digital Services Act
forklart), 2021113

NO Children’s lives in front of, behind and on the screen - Preliminary edition. Green paper.

(NOU 2021: 3 Barneliv foran, bak og i skjermen - Forelepig utgave)'*

Guide for YouTubers and video bloggers about the labelling of advertisements
(Medietilsynet Fredrikstad: Medietilsynet)!'®

105 https://bit.ly/31eZDbW.

106 https://bit.ly/3iZ5x6K.

107 https://bit.ly/340zWau.

108 https://bit.ly/2E04QVy.

109 https://epublications.vu.lt/object/elaba:69378867/69378867.pdf.

10 https://www.vdu.lt/cris/handle/20.500.12259/35647.

11 https://epubl.ktu.edu/object/elaba:28352683/28352683.pdf.
Whttps://www.cvdm.nl/sites/default/files/files/Rapportage%200nderzoek%20effecten%20reclame%20in%20
YouTube%20video%E2%80%99s.pdf.

13 https://www.ykom.no/2021/03/03/digital-services-act-forklart/.

114 https://www.regjeringen.no/no/dokumenter/nou-2021-3/id2838679/.

115 https://www.medietilsynet.no/globalassets/engelsk/engelsk-youtube-veileder.pdf.
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- Existence of studies and research

A study of cash flows in the value chain for Norwegian films and series (Utredning av
pengestrammene i verdikjeden for norske filmer og serier), Oslo: Menon 20186

The availability of Norwegian films on VOD platforms, (Norsk films tilgjengelighet pa VOD-
plattformer)!¥’, Oslo, NFI 2017

How to protect Norwegian and European content in the future? (Hvordan ivareta norsk og
europeisk innhold i fremtiden?), Oslo, NFI 201718

Source: Analysis of the responses to the European Audiovisual Observatory standardised questionnaire

116 https://www.menon.no/wp-content/uploads/2018-5-Utredning-av-pengestr%C3%B8mmer-i-verdikjeden-
for-norske-filmer-og-serier-2.pdf.

17 https://www.nfi.no/statistikk/statistikk-analyse-og-rapporter.

118 https://www.nfi.no/statistikk/statistikk-analyse-og-rapporter.
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5. National legal summaries

5.1. AT - Austria - National legal summary:»

The provisions of the revised Audiovisual Media Services Directive (AVYMSD) related to
video-sharing platforms (VSPs) are transposed into the Audiovisual Media Services Act
(AMD-G).

5.1.1. Applicable regulatory framework

Relevant legislation includes the following:
Primary legislation:

Audiovisual Media Services Act (Audiovisuelle Mediendienste-Gesetz, AMD-G).120
Law on the establishment of a communications authority Austria (KommAustria-
Gesetz, KommAustria-G).'t

m  Law on the Austrian Broadcasting Corporation (ORF-Gesetz, ORF-G).122

5.1.2. Definitions and scope

This section aims at identifying the relevant definitions related to VSPs stemming from the
transposition of the revised AVMSD as well as elements of interpretation of the main
concepts present in those definitions.

119 The factsheet on Austria incorporates feedback received from Stefan Rauschenberger, Director of the Legal
Department at Rundfunk und Telekom Regulierungs-GmbH (RTR-GmbH) during the checking round with the
national regulatory authorities.

120 https://www.ris.bka.gv.at/GeltendeFassung.wxe?Abfrage=Bundesnormen & Gesetzesnummer=20001412.

121 https://www.ris.bka.gv.at/GeltendeFassung.wxe?Abfrage=Bundesnormen & Gesetzesnummer=20001213.

122 https://www.ris.bka.gv.at/GeltendeFassung.wxe?Abfrage=Bundesnormen & Gesetzesnummer=10000785.
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Table 21. Definition of the main concepts related to VSPs
VSP service Yes.
VSP provider Yes.
User-generated video Yes.
“Principal purpose” No.
“Dissociable section” No.
“Essential functionality” No.

Source: Austrian response to European Audiovisual Observatory standardised survey

5.1.2.1. VSP service

Article 2 no. 37b of the AMD-G defines the term “video-sharing platform service” by
transposing the text of the revised AYMSD verbatim, as follows:

Video-sharing platform service is a service as defined by Articles 56 and 57 of the Treaty on
the Functioning of the European Union, where the principal purpose of the service or of a
dissociable section thereof or an essential functionality of the service is devoted to providing
programmes, user-generated videos, or both, to the general public, for which the video-
sharing platform provider does not have editorial responsibility, in order to inform, entertain
or educate, by means of electronic communications networks within the meaning of point
(a) of Article 2 of Directive 2002/21/EC and the organisation of which is determined by the
video-sharing platform provider, including by automatic means or algorithms in particular
by displaying, tagging and sequencing.

5.1.2.2.  VSP provider

Article 2 no. 37a of the AMD-G defines the term “video-sharing platform provider” by
transposing the text of the revised AVMSD verbatim word-for-word, as follows: “the natural
or legal person who offers a video-sharing platform service”.

5.1.2.3.  User-generated video

Article 2 no. 26b of the AMD-G, defines the term “user-generated video” by transposing the
text of the revised AVMSD verbatim, as follows:
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a sequence of moving images with or without sound, which represents a single component
regardless of its length and is created by a user and is uploaded by this user or another user
on a video sharing platform.

5.1.2.4.  “Principal purpose” or “dissociable section” of a VSP service

There are no details in the primary legislation or in other texts (secondary legislation, by-
laws, recommendations, caselaw, etc.) on how to interpret these concepts.

5.1.2.5.  “Essential functionality” of a VSP service

There are no details in the primary legislation or in other texts (secondary legislation, by-
laws, recommendations, caselaw, etc.) on how to interpret these concepts.

5.1.3. Obligations and measures imposed on VSP providers

The revised AVMSD provides for the extension of its scope to cover VSPs. It introduces
obligations on these players to take appropriate measures to protect minors from harmful
content which may impair their physical, mental or moral development; to protect the
general public from illegal content and content that incites violence or hatred; and to
respect certain obligations around commercial communications (Article 28b (1) and (2) of
the revised AYMSD). To fulfil these obligations, member states are required to ensure
compliance with the measures listed in Article 28b (3) of the revised AVMSD.

This section aims at identifying the obligations and measures imposed on VSP
providers under national legislation in order to ensure their compliance with those
obligations.

When available, this section also provides for other additional relevant information
about the measures and concepts at stake.

5.1.3.1.  General provisions

Article 54e para 1 No 2 of the AMD-G stipulates that platform providers must ensure that
reported content is either removed immediately and without culpable hesitation or that
access to it is blocked, insofar as it can be classified as child pornography; incitement of
terrorist offences or approval of terrorist offences; hate speech; incitement to violence or
hatred against a group or against a member of such a group because of gender, race, skin
colour, ethnic or social origin, genetic characteristics, language, religion or belief, political
or other opinion, membership of a national minority, property, birth, disability, age or sexual
orientation. In accordance with Article 54h para 1 no. 2 of the AMD-G, anyone who has not
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taken measures to protect the general public from prohibited content on their platform is
guilty of an administrative offence and is to be punished by the requlatory authority with a
fine of up to EUR 150 000.

Relevant legislation applicable to audiovisual media service providers only does not
contain a legal definition of content which may impair the physical, mental or moral
development of minors. Article 39 para 1 of the AMD-G stipulates that any content in
audiovisual media services that may impair the physical, mental or moral development of
minors may only be provided by the media service provider in such a way that minors cannot
normally perceive it. In the case of television programmes, this must be ensured by choice
of airtime. The unencrypted broadcast of TV programmes that may impair the physical,
mental or moral development of minors must be announced at the beginning by acoustic
signals and has to be identified by optical means throughout the broadcast. Television
programmes must not contain any programmes that could seriously impair the physical,
mental or moral development of minors. In particular, they must not contain pornography
or unprovoked violence, in accordance with Article 39 para 2 of the AMD-G.

As for issues related to commercial communications, legal responsibility in this
regard stipulates that all media service providers must create and comply with guidelines
on audiovisual commercial communication related to alcoholic beverages before, after and
during children's programmes. The guidelines must contain provisions as to which forms
and contents of audiovisual commercial communication are inappropriate in this
environment. The guidelines are to be published in such a way as to be easily and always
accessible, in accordance with Article 35 para 2 of the AMD-G. Also, audiovisual commercial
communication must not lead to the physical, mental or moral impairment of minors.

5.1.3.2.  Adapting terms and conditions of the VSP service to include these
obligations - Article 28b (3) (a) AVMSD

Regarding the measure consisting in including and applying in the terms and conditions of
VSP services the requirements referred to in section 1.1.3.1, Article 54e para 2 No. 1 states
that the platform provider must ensure the issuing and announcement of easily
understandable and easily accessible general terms and conditions, in which the services
offered are described with understandable explanations of the provisions applicable to the
content provided by users and that the general terms and conditions have to be reported
to the regulatory authority, which has to publish the terms (Article 54e (2) Z 3).
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5.1.3.3.  Adapting terms and conditions to include obligations regarding
commercial communications that are not marketed, sold or arranged by
the VSP provider - Article 28b (3) (b) AVMSD

Regarding the measure consisting in including and applying in the terms and conditions of
the VSP services the requirements set out for audiovisual commercial communications that
are not marketed, sold or arranged by the video-sharing platform providers, Article 54e para
4 No. 2 of the AMD-G obliges the platform provider to ensure, by means of the general
terms and conditions, that, while uploading the content, the users of the platform comply
with Articles 31 and 33 to 36 of the AMD-G, which stipulate the rules concerning the general
requirements for audiovisual commercial communication, audiovisual commercial
communications for tobacco products, pharmaceuticals, medical devices and therapeutic
treatments, for alcoholic beverages and audiovisual commercial communication and the
protection of minors.

5.1.3.4.  Having a functionality for users who upload user-generated videos to
declare whether such videos contain audiovisual commercial
communications - Article 28b (3) (c) AVMSD

Regarding the measure consisting in having a functionality for users who upload user-
generated videos to declare whether such videos contain audiovisual commercial
communications as far as they know or can be reasonably expected to know, Article 54e
para 4 No. 3 of the AMD-G states that, in the case of audiovisual commercial communication
contained in programmes or user-generated videos or attached to them, the platform
provider must ensure that a function which helps the user to explain whether the content
contains audiovisual commercial communication (based on the level of knowledge that can
be expected of them) is available for the user uploading the content.

5.1.3.5.  Establishing and operating transparent and user-friendly mechanisms
for users to report or flag content - Article 28b (3) (d) AVMSD

Regarding the measure consisting in establishing and operating transparent and user-
friendly mechanisms for users of a VSP to report or flag to the VSP provider the content
referred to in the general provisions, Article 54e para 1 No. 1 lit. b of the AMD-G states that
platform providers have to operate a system that allows users, by the use of easily
accessible, constantly available and easily manageable functionalities on the VSP, to report
content, including the information required for an assessment, to the platform provider.
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5.1.3.6. Establishing and operating systems through which VSP providers
explain to users what effect has been given to reporting and flagging -
Article 28 (b) (3) (e) AVMSD

Regarding the measure consisting in establishing and operating systems through which VSP
providers explain to users of VSPs what effect has been given to their reporting and flagging
initiatives, the proposed legislation, in Article 54e para 1 no. 1 lit ¢ of the AMD-G, contains
the obligation for platform providers to operate a system on the VSP that explains to users
how their report (in accordance with Article 54e para 1 lit b of the AMD-G) will be handled
and what the subsequent steps and results of this process were. This must be done by
means of easy-to-find, constantly available and easy-to-use options.

5.1.3.7.  Establishing and operating age verification systems for users with
respect to content which may impair the physical, mental or moral
development of minors - Article 28b (3) (f) AVYMSD

Regarding the measure consisting in establishing and operating age verification systems
for users of VSPs with respect to content which may impair the physical, mental or moral
development of minors, Article 54e para 3 No. 2 of the AMD-G, states that the most harmful
content, such as gratuitous force and content that is mainly limited to the unreflective
representation of sexual acts, or which contains parts of programmes that are reduced to
the presentation of such content, must only be provided if measures, such as, in particular,
age verification systems or similar access control measures, ensure that minors do not
usually or normally access such content.

5.1.3.8.  Establishing and operating easy-to-use systems allowing users to rate
the content - Article 28b (3) (g) AVMSD

Regarding the measure consisting in establishing and operating easy-to-use systems
allowing users of VSPs to rate the content, Article 54e para 3 No. 1 of the AMD-G obliges
platform providers to operate a system that allows users, by the use of easily accessible,
constantly available and easily manageable means on the VSP, to rate the available content
for third parties to see.
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5.1.3.9. Providing for parental control systems that are under the control of the
end-user with respect to content which may impair the physical,
mental or moral development of minors - Article 28b (3) (h) AVYMSD

Regarding the measure consisting in providing for parental control systems that are under
the control of the end-user with respect to content which may impair the physical, mental
or moral development of minors, Article 54e para 3 No. 2 of the AMD-G stipulates that,
through parental control systems, harmful audiovisual content ought only to be provided
in such a way that minors cannot usually access it.

5.1.3.10. Establishing and operating transparent, easy-to-use and effective
procedures for the handling and resolution of users’' complaints -
Article 28b (3) (i) AVYMSD

Regarding the measure consisting in establishing and operating transparent, easy-to-use
and effective procedures for the handling and resolution of users' complaints to the VSP
provider in relation to the implementation of the measures, Article 54e para 3 No. 4 of the
AMD-G states that the platform provider must ensure that a transparent and easy-to-use
procedure is available with which the user can complain to the platform provider about the
inadequate implementation of the obligations under Article 54e para 1 or para 3 No. 2.

5.1.3.11. Providing for effective media literacy measures and tools and raising
users' awareness of those measures and tools - Article 28b (3) (j)
AVMSD

Regarding the measure consisting in providing for effective media literacy measures and
tools and raising users' awareness of those measures and tools, the proposed legislation,
in Article 54e para 3 No. 3 obliges the platform providers to ensure that, in order to sensitise
the users on their website, they provide their own offers to increase media literacy in an
easily and immediately accessible way. Alternatively, platform providers must refer by
means of a clearly visible label and design (on the homepage of the website) to the
information provided by the company Rundfunk und Telekom Regulierungs-GmbH (RTR-
GmbH)®?* as well as to related offers from third parties.

123 This company has been set up in order to support KommAustria in fulfiling its legal tasks. The RTR-GmbH
forms the business apparatus of KommAustria in the field of electronic audio media and electronic audiovisual
media and the administration of funding for media. In doing so, it supports KommAustria under its technical
direction and instructions in fulfiling the tasks and goals assigned to KommAustria by law. Its tasks include, for
example, administrative support in administrative procedures and informing the public about the activities of
KommAustria, professional support in technical, economic and legal matters in proceedings, etc.
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5.1.3.12. Forbidding processing of personal data of minors for commercial
purposes - Article 28b (3) AVMSD

Regarding the processing of personal data of minors collected or otherwise generated by
VSP providers for commercial purposes, such as direct marketing, profiling and
behaviourally targeted advertising, the AMD-G contains no references to this.

5.1.3.13. Other relevant provisions related to the protection of minors

The content offered by the Austrian Broadcasting Corporation (Austrian public service
broadcaster) may not contain any content that can seriously impair the physical, mental or
moral development of minors, as provided for in Article 10a para 1 of the Public Service
Broadcasting Act (ORF-G). Further, Article 10a para 2 of the ORF-G states that, relative to
content that can impair the physical, mental or moral development of minors, the Austrian
Broadcasting Corporation must ensure through the choice of airtime or other technical
measures, such as age verification tools, that such content is usually not seen or heard by
minors. Furthermore, programmes that can impair the physical, mental or moral
development of minors are to be identified as such at the beginning by means of acoustic
signals that can be clearly identified as warnings and are to be made recognisable by optical
means throughout the programme by the Austrian Broadcasting Corporation. Finally, the
Austrian Broadcasting Corporation must support and contribute to self-regulation
initiatives to ensure uniform nationwide behavioural guidelines in this regard, as per Article
10a para 3 of the ORF-G.

Also, Article 44 para 3 of the AMD-G prohibits teleshopping during children’s
programmes, while Article 39 para 4 obliges media service providers to draw up codes of
conduct about how they:

1. provide viewers with sufficient information to assess the potential harm of the
provided content and

2. mark content which may impair physical, mental or moral development of minors,
by symbols and age information that are easy for the user to understand.

5.1.3.14. Other relevant provisions related to commercial communications which
may impair the physical, mental or moral development of minors

In accordance with Article 35 para 2 of the AMD-G, all media service providers must create
guidelines on audiovisual commercial communications about alcoholic beverages before,
after, and during children's programmes and must comply with them. The guidelines must
contain provisions as to which forms and content of the audiovisual commercial
communications are inappropriate. The guidelines are to be published and must be easily,
immediately and constantly accessible.
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5.1.3.15. Other relevant provisions related to minors’ exposure to advertising for
alcohol products and HFSS foods (high fat, sugar and salt foods) in
commercial communications

The prerequisite for the granting of the full amount of the funds available to promote self-
regulation in accordance with Article 33, paragraph 1 of KommAustria-G, is that the
behavioural guidelines of a self-regulation institution regulate inappropriate audiovisual
commercial communication for alcoholic beverages and audiovisual commercial
communication for food and beverages that contain nutrients or substances with nutritional
or physiological effects, such as fat, trans fatty acids, salt/sodium and sugar, the excessive
consumption of which is not recommended as part of the overall diet. Such a code of
conduct should aim to effectively reduce the effects of audiovisual commercial
communication for alcoholic beverages on minors and the effects of audiovisual
commercial communication for the above-mentioned foods and drinks on children. For the
aforementioned foods and beverages, the behavioural guidelines must ensure that their
positive nutritional properties are not emphasised. The guidelines must also take into
account relevant recommendations of European consumer protection associations in an
appropriate balance of interests. Also, these guidelines should take into account recognised
nutritional guidelines, particularly with regard to audiovisual commercial communication
for the aforementioned foods and beverages. They are to be drawn up with the assistance
of the Agency for Health and Food Safety. The regulatory authority KommAustria is to be
informed annually by 31 March of the following year about the effectiveness of the rules of
the code of conduct as well as about the type, number and resolution of complaints.
KommAustria must present its assessment and recommendations on effectiveness in its
activity report.

5.1.3.16. Other relevant information

N/A.

5.1.4. Practicability of the measures imposed on VSP
providers

Article 28b (3) of the revised AVMS Directive does not only provide for the list of measures
which are detailed under the previous section. Paying attention to the principle of
proportionality, it also states that the measures imposed on VSP providers should be
practicable and proportionate and take into account criteria such as the size of the VSP
service and the nature of the service, as well as the nature of the content.

This section aims at identifying how this is implemented in the national legislation.
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The relevant rules are to be found under 5.1.5.3. below.

5.1.5. Regulation and enforcement

This section aims at identifying which body is in charge of regulatory and enforcement
powers with regard to VSPs, as well as the scope of its activities with regard to such
platforms. These relate to registration/notification systems of VSPs with the relevant
national regulatory bodies, as well as with the development of self- or co-regulatory codes
and schemes (as encouraged by Article 4a of the AVMS Directive), provisions related to out-
of-court redress mechanisms for the settlement of disputes between users and VSP
providers (as envisaged by Article 28(b)7 of the AVYMS Directive) and provisions related to
how users can assert their rights before a court in relation to VSP providers (as required by
Article 28(b)8 of the AVMS Directive).

5.1.5.1. Regulatory body

The competent regulatory body for video-sharing platforms is KommAustria.12*

5.1.5.2.  Existence of a registration/notification system

KommAustria is responsible for the administration and handling of regulatory tasks in the
field of electronic audio media and electronic audiovisual media.

Article 54c para 4-5 of the AMD-G states that platform providers have to notify
KommAustria about their activity no later than 2 months after the commencement of
activities. The notification must contain the name, address and the name of any
representatives and authorised recipients, and the provider must provide evidence of the
requirements for determining the jurisdiction rights. Platform providers must update this
information annually and must submit it to the regulatory authority by 31 December each
year.

5.1.5.3.  Compliance, enforcement and sanctioning powers

For certain reasons (e.g. repeated complaints about the measures taken by a platform
provider with regard to Article 54f of the AMD-G); the lack of a reporting and evaluation
system according to Article 54e para 1 No. 1 of the AMD-G or a complaint system according
to Article 54e para 3 No. 4 of the AMD-G; the lack of terms and conditions; non-compliance

124 https://www.rtr.at/medien/wer_wir_sind/KommAustria/KommAustria.de.html.

© European Audiovisual Observatory (Council of Europe) 2021

Page 86



https://www.rtr.at/medien/wer_wir_sind/KommAustria/KommAustria.de.html

MAPPING OF NATIONAL RULES APPLICABLE TO VIDEO-SHARING PLATFORMS:
ILLEGAL AND HARMFUL CONTENT ONLINE

with the requirements for audiovisual communication; in the event of a suspected serious
legal violation (e.g. the availability of prohibited or harmful content in accordance with
Article 54d No. 1 of the AMD-G on the VSP), the regulatory authority can ex officio initiate
a procedure to review the appropriateness of the measures taken by the platform provider
to meet the requirements standardised in Article 54e. When assessing the appropriateness
and when commissioning suitable precautions, the authority must take into account the
fact that the measures required of the platform provider under this Article must not result
in a general a priori check of the content. The measures, as well as the precautions taken,
must be necessary to achieve the intended goals - such as, in particular, increasing the
efficiency of the protective mechanisms for users, compliance with minimum standards of
audiovisual commercial communication, protecting the general public from prohibited and
harmful content and safeguarding the interests of persons individually affected by such
content - taking into account the legal interests of the platform provider. They must also
be suitable and proportionate.

In addition, when assessing the amount of a fine imposed by the regulatory
authority in accordance with Article 54h of the AMD-G, the following circumstances in
particular must be taken into account:

1. the gravity and duration of the violation;

2. the financial strength of the platform provider, as can be seen, for example, from its
total turnover;

3. the amount of profit made;

4. previous violations by the platform provider.

5.1.5.4. Development of self- or co-regulatory codes or schemes

KommAustria is given EUR 75 000 annually to support the self-monitoring effort with
regard to the classification of content that may affect the physical, mental or moral
development of minors, as well as to promote self-regulation in audiovisual commercial
communication, for audiovisual media service providers. The institution of self-regulation
is, in accordance with Article 32a para. 2 of KommAustria-G, to be a body with legal
personality that ensures broad representation of the providers concerned and
comprehensive transparency with regard to the basis for decisions, procedures and the
enforcement of decisions. It should also be a body that provides guidelines on conduct and
procedural guidelines that are generally recognised and that clearly define the goals of
self-regulation. It needs to ensure that complaints are dealt with effectively and that its
decisions are enforced, including the imposition of effective and proportionate sanctions in
the event of violations of the code of conduct, etc. In particular, sanctions include: the
publication of a decision by the self-regulatory body; the publication of the self-regulatory
body's recommendation for future behaviour; the withdrawal of a seal of approval or a
positive rating awarded in accordance with the guidelines of the institution. Every four
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years, the institution of self-requlation must present the regulatory authority with a report
on its structure and working methods, detailing the extent to which it has contributed to
the goal of ensuring compliance with minimum standards by the content providers.

5.1.5.5. Out-of-court redress mechanisms for users

Article 54f of the AMD-G stipulates that an arbitration board under the responsibility of the
managing director of the media department of RTR-GmbH (which was in existence before
the adoption of the revised AVMSD) is responsible for disputes between users and platform
providers. Users can file a complaint with the arbitration board about the lack of
functionality of (a) the reporting and evaluation system; (b) the system of parental control
or age verification used; (c) the tools for marking audiovisual commercial communication;
or (d) the complaint system. Furthermore, they can submit the General Terms and
Conditions of the platform providers to the arbitration board for assessment of their legal
conformity. However, this is only possible if the user has previously contacted the platform
provider and the two parties to the dispute have not been able to reach a settlement of the
dispute. The arbitration board must bring about an amicable solution by developing a
solution proposal or inform the user of its opinion on the case raised.

5.1.5.6.  Rights before a court for users

No specific provision of the AMD-G deals with this issue, but it does not prevent users from
using regular court mechanisms.

5.1.6. Studies, reports and research

N/A.

5.1.7. Data compilation

This factsheet is based on data compiled by Dr. Harald Karl and Samuel Schuber of
Pepelnik&Karl Rechtsanwalte GmbH.
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5.2. BE (Flemish community of Belgium) - National legal
summary:s

The provisions of the revised Audiovisual Media Services Directive (AVYMSD) related to
video-sharing platforms (VSPs) are to be transposed into the decree amending the decree
of 27 March 2009 on radio broadcasting and television (amended Media Decree).

5.2.1. Applicable regulatory framework

Relevant legislation includes the following:
Primary legislation:

m  Decree of 27 March 2009 on radio broadcasting and television (Decreet van 27 maart
2009 betreffende radio-omroep en televisie).'2
m  Decree amending the decree of 27 March 2009.1>

Secondary legislation:

m  Explanatory Memorandum to the decree amending the decree of 27 March 2009
on radio broadcasting and television (Ontwerp van decreet tot wijziging van het
decreet van 27 maart 2009 betreffende radio-omroep en televisie).\8

5.2.2. Definitions and scope

This section aims at identifying the relevant definitions related to VSPs stemming from the
transposition of the revised AVMSD as well as elements of interpretation of the main
concepts present in those definitions.

125 The factsheet on Belgium (Flemish speaking Community) incorporates feedback received from Dirk Peereman

at the Flemish Media Regulator (Vlaamse Regulator voor de Media, VRM) during the checking round with the
national regulatory authorities.

126 Official text,
https://www.vlaamseregulatormedia.be/sites/default/files/mediadecreet_27_maart_2009_18b.pdf; unofficial
English translation, https://www.vlaamseregulatormedia.be/sites/default/files/mediadecreet_-
engelse_vertaling_bijgewerkt_tot_8_mei_2020.pdf.

127 https://beslissingenvlaamseregering.vlaanderen.be/document-view/5EFIADCOAD26920008000509.

128 https://beslissingenvlaamseregering.vlaanderen.be/document-view/5EFIADCOAD2692000800050C.
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Table 22. Definition of the main concepts related to VSPs
VSP service Yes.
VSP provider Yes.
User-generated video Yes.
“Principal purpose” Yes.
“Dissociable section” Yes.
“Essential functionality” Yes.

Source: Flemish community of Belgium’s response to European Audiovisual Observatory standardised survey

5.2.2.1. VSP service

Article 2, 45°/1 of the amended Media Decree defines the term “video-sharing platform
service” by transposing the text of the revised AYMSD verbatim, as follows:

video platform service: a service as referred to in Articles 56 and 57 of the Treaty on the
Functioning of the European Union, where the principal purpose of the service, dissociable
section thereof or an essential functionality of the service is devoted to providing
programmes, user-generated videos, or both, to the general public, for which the video-
sharing platform provider does not have editorial responsibility, in order to inform, entertain
or educate, by means of electronic communications networks within the meaning of point
(a) of Article 2 of Directive 2002/21/EC and the organisation of which is determined by the
video-sharing platform provider, including by automatic means or algorithms in particular
by displaying, tagging and sequencing.

5.2.2.2.  VSP provider

Article 2, 1° of the amended Media Decree defines the term “video-sharing platform
provider” by transposing the text of the revised AYMSD verbatim, as follows:

the natural or legal person who provides a video-sharing platform service.

5.2.2.3.  User-generated video

Article 2, 7°/1 of the amended Media Decree defines the term “user-generated video” by
transposing the text of the revised AVMSD verbatim, as well as providing additional
understanding of the term by including a reference to “a series of sounds”, as follows:
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a set of moving images, with or without sound, [or a series of sounds, intended for the
general public or part of it], constituting an individual item, irrespective of its length, that
is created by a user and uploaded to a video-sharing platform by that user or any other user.

5.2.2.4.  “Principal purpose” or “dissociable section” of a VSP service

The Explanatory Memorandum (p. 27) provides additional insight into this criterion by
focusing on the scope of applicability, as follows:

If a dissociable part of a service constitutes a video-sharing platform for the purposes of the
Media Decree, only that part should be subject to the provisions of the Media Decree dealing
with video-sharing platforms, and only with regard to programmes and user-generated
content. The definition of a video-sharing platform service should not cover non-economic
activities such as the provision of audiovisual content on the websites of private individuals
and non-commercial groups with common interests.

5.2.2.5.  “Essential functionality” of a VSP service

The Explanatory Memorandum (p. 12) provides additional insight into this criterion, with a
view to clarifying the concept and its applicability to social media services, by referring to
the European Commission’s guidelines on video-sharing platforms, which were issued on 2
July 2020 and read as follows:

For the sake of clarity, effectiveness and consistency in its implementation, the European
Commission adopted, after consulting the Contact Committee, “Guidelines for the practical
application of the criterion of the essential functionality referred to in the definition of “video
platform service” in the Audiovisual Media Services Directive”, which were published on 7
July 2020 in the Official Journal of the European Union. During the assessment whether a
particular service can be qualified as a video platform service these guidelines will be
applied.

5.2.3. Obligations and measures imposed on VSP providers

The revised AVMSD provides for the extension of its scope to cover VSPs. It introduces
obligations on these players to take appropriate measures to protect minors from harmful
content which may impair their physical, mental or moral development; to protect the
general public from illegal content and content that incites violence or hatred; and to
respect certain obligations around commercial communications (Article 28b (1) and (2) of
the revised AVYMSD). To fulfil these obligations, member states are required to ensure
compliance with the measures listed in Article 28b (3) of the revised AVMSD.
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This section aims at identifying the obligations and measures imposed on VSP
providers under national legislation in order to ensure their compliance with those
obligations.

When available, this section also provides other additional relevant information
about the measures and concepts at stake.

5.2.3.1.  General provisions

Article 38 of the Media Decree prohibits any broadcasting activities which incite hatred or
violence. This prohibition is amended and expanded by the amended Media Decree. After
specifying the prohibition on incitement to violence or hatred, the amended Media Decree
further clarifies that the prohibition of discrimination specified in Article 21 of the Charter
of Fundamental Rights of the European Union (the Charter)!® includes the prohibition of
such incitement. The aforementioned Explanatory Memorandum explains that this
clarification is made to promote legal certainty and should result in clear rules on the
matter. It explains that the notion of “incitement to violence or hatred” should be
understood within the meaning of European Council Framework Decision 2008/913/JHA of
28 November 2008 on combating certain forms and expressions of racism and
xenophobia™ through criminal law. In relation to VSPs, a new Article 176/4 is introduced
into the amended Media Decree (by Article 37 of the amended Media Decree), defining, in
the same manner as for broadcasting, incitement to hatred and violence as follows:

Without prejudice to the application of Articles XI1.17, XI1.18, XI1.19 and XI1.20 of the Code
of Economic Law, providers of video platform services shall take the necessary appropriate
measures to:
1°[.]
2 ° protect the general public against programmes, user-generated content and commercial
communications that incite violence or hatred against any group of persons or member of a
group on the grounds of:

a) gender;

b) race;

¢) colour;

d) ethnic or social origin;

e) genetic characteristics;

1) language;

g) religion or belief;

h) political or other views;

i) membership of a national minority;

129 https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:12012P/TXT &from=EN.
130 https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:32008F0913 & from=en.

© European Audiovisual Observatory (Council of Europe) 2021

Page 92



https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:12012P/TXT&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:32008F0913&from=en

BE-VL

MAPPING OF NATIONAL RULES APPLICABLE TO VIDEO-SHARING PLATFORMS:
ILLEGAL AND HARMFUL CONTENT ONLINE

J) property;

k) birth;

|) disability;

m) age;

n) sexual orientation.

The prohibition of incitement in the Media Decree is also amended by the amended Media
Decree to cover incitement to terrorism. The MoU explains that the reason for this is that
the threat of terrorism is increasingly diverse and spread over a wider geographical area,
and remains significant, complex and highly unpredictable. As terrorist messages can be
circulated widely at lightning speed through electronic communications networks, it is
important to protect the general public against incitement to terrorism. Publicly provoking
the commission of a terrorist offence must be understood within the meaning of Directive
EU2017/541 of the European Parliament and of the Council on combating terrorism.®! This
description can be found in national law in Article 140bis of the Belgian Criminal Code,
which describes the public provocation to commit a terrorist crime as follows:

any person who spreads a message or otherwise makes it publicly available with a view to
incite committing one of the crimes referred to in Articles 137 or 140 of the Criminal Code.

The provisions relative to obligations stemming from the revised AVMSD in terms of
protecting the general public and in particular minors from certain content are transposed
by Article 176/4 of the amended Media Decree.

Article 176/4 stipulates:

1. Without prejudice to the application of Articles XI1.17, X11.18, X11.19 and XI1.20 of the Code
of Economic Law, providers of video platform services shall take the necessary appropriate
measures to:
1.°[.]
2°[.]
3 ° protect the general public against programmes, user-generated content and commercial
communications containing content the dissemination of which involves an activity that is
a criminal offence, in particular:
a) public incitement to commit a terrorist offence as referred to in Articles 137 and
140bis of the Criminal Code;

b) offences related to child pornography as set out in Article 383bis of the Criminal Code;

¢) offences related to racism and xenophobia as referred to in articles 20 and 21 of the
law of 30 July 1981 punishing certain acts motivated by racism or xenophobia.

With regard to the protection of minors, in line with the obligations for all media services,
the aforementioned Explanatory Memorandum explains that paragraph 1 of Article 176/4
of the amended Media Decree bans providers of VSP services to offer programmes, user-

131 https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:320171L.0541 &from=EN.
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generated videos or audiovisual commercial communications that could affect the physical,
mental or moral development of minors. However, an exception allows providers to offer
the proposed harmful content as long as they ensure that minors are not generally able to
view it.

Inits Article 176/4, the amended Media Decree provides that video-sharing platform
service providers must take appropriate measures to protect the general public against
content that incites hatred or violence or content whose dissemination constitutes a
criminal offence. Such measures must include protecting the public against incitement to
commit a crime; a terrorist offence, as defined in Articles 137 and 140bis of the Criminal
Code; offences related to child pornography, as defined in Article 383bis of the Criminal
Code; and criminal offences relating to racism and xenophobia, as defined in Articles 20
and 21 of the law of July 30, 1981. This law is designed to punish certain acts motivated by
racism or xenophobia, as well as those related to the protection of minors. When taking
appropriate measures, VSP providers should consider the following elements:

1° the nature of the content in question;

2° any damage the content may cause;

3° the characteristics of the category of persons to be protected;

4° the rights at stake and the legitimate interests, as well as the public interest.

Moreover, the appropriate measures also have to be practicable and proportionate and take
into account the scope of the VSP service and the nature of the service provided. They
should not lead to any prior control measures or filtering when uploading content as this
would contravene the provisions of Article XI1.20, 81 of the Code of Economic Law.

The MoU provides that it is up to the Flemish Government to determine further rules
for the implementation of this article.

5.2.3.2.  Adapting terms and conditions of the VSP service to include these
obligations - Article 28b (3) (a) AVMSD

Regarding the measure consisting in including and applying in the terms and conditions of
the VSP services the requirements referred to in section 1.1.3.1, Article 176/4, §2, 1° of the
amended Media Decree establishes these obligations, without further specifications.
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5.2.3.3.  Adapting terms and conditions to include obligations regarding
commercial communications that are not marketed, sold or arranged by
the VSP provider - Article 28b (3) (b) AVMSD

Regarding the measure consisting in including and applying in the terms and conditions of
the VSP services the requirements set out for audiovisual commercial communications that
are not marketed, sold or arranged by the VSP providers, Article 176/4, §2, 1° of the
amended Media Decree establishes these obligations, without further specifications.

5.2.3.4.  Having a functionality for users who upload user-generated videos to
declare whether such videos contain audiovisual commercial
communications — Article 28b (3) (c) AVMSD

Regarding the measure consisting in having a functionality for users who upload user-
generated videos to declare whether such videos contain audiovisual commercial
communications as far as they know or can be reasonably expected to know, Article 176/6,
81, 1° of the amended Media Decree establishes these obligations, without further
specifications.

5.2.3.5.  Establishing and operating transparent and user-friendly mechanisms
for users to report or flag content - Article 28b (3) (d) AVMSD

Regarding the measure consisting in establishing and operating transparent and user-
friendly mechanisms for users of a VSP to report or flag to the VSP provider the content
referred to the aforementioned Article 176/4 of the amended Media Decree, Article 176/4,
§2, 3° of the amended Media Decree establishes these obligations, without further
specifications.

5.2.3.6.  Establishing and operating systems through which VSP providers
explain to users what effect has been given to reporting and flagging -
Article 28 (b) (3) (€) AVMSD

Regarding the measure consisting in establishing and operating systems through which VSP
providers explain to users of VSPs what effect has been given to their reporting and flagging
initiatives, Article 176/4, 82, 4° of the amended Media Decree establishes these obligations,
without further specifications.
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5.2.3.7.  Establishing and operating age verification systems for users with
respect to content which may impair the physical, mental or moral
development of minors - Article 28b (3) (f) AVMSD

Regarding the measure consisting in establishing and operating age verification systems
for users of VSPs with respect to content which may impair the physical, mental or moral
development of minors, Article 176/4, §2, 5° of the amended Media Decree establishes
these obligations, without further specifications.

5.2.3.8.  Establishing and operating easy-to-use systems allowing users to rate
the content - Article 28b (3) (g) AVMSD

Regarding the measure consisting in establishing and operating easy-to-use systems
allowing users of VSPs to rate the content referred to in Article 176/4 of the amended Media
Decree, Article 176/4, 82, 6° of the amended Media Decree establishes these obligations,
without further specifications.

5.2.3.9. Providing for parental control systems that are under the control of the
end user with respect to content which may impair the physical, mental
or moral development of minors - Article 28b (3) (h) AVMSD

Regarding the measure consisting in providing for parental control systems that are under
the control of the end user with respect to content which may impair the physical, mental
or moral development of minors, Article 176/4, §2, 2° and Article 176/4, §2, 7° of the
amended Media Decree establish the obligations to provide programmes, user-generated
content and commercial communications containing pornographic images or images of
needless violence in an encrypted manner or subject them to effective parental controls, as
well as to provide parental control systems managed by the end user of the VSP service for
programmes, user-generated content and commercial communications that may affect the
physical, mental or moral development of minors.

5.2.3.10. Establishing and operating transparent, easy-to-use and effective
procedures for the handling and resolution of users’' complaints -
Article 28b (3) (i) AVMSD

Regarding the measure consisting in establishing and operating transparent, easy-to-use
and effective procedures for the handling and resolution of users' complaints to the VSP
provider in relation to the implementation of the measures referred to in Article 176/4 of
the amended Media Decree, Article 176/4, 82, 8° of the amended Media Decree establishes
these obligations, without further specifications.
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5.2.3.11. Providing for effective media literacy measures and tools and raising
users' awareness of those measures and tools - Article 28b (3) (j)
AVMSD

Regarding the measure consisting in providing for effective media literacy measures and
tools and raising users' awareness of those measures and tools, Article 176/4, §2, 9° of the
amended Media Decree establishes these obligations, without further specifications.

5.2.3.12. Forbidding the processing of personal data of minors for commercial
purposes - Article 28b (3) AVMSD

Regarding the processing of personal data of minors collected or otherwise generated by
VSP providers for commercial purposes, such as direct marketing, profiling and
behaviourally targeted advertising, Article 176/4, §2 of the amended Media Decree provides
that the personal data of minors collected by providers of video platform services will not
be processed for commercial purposes, such as direct marketing, profiling and behavioural
advertising, without further specifications.

5.2.3.13. Other relevant provisions related to the protection of minors

N/A.

5.2.3.14. Other relevant provisions related to commercial communications which
may impair the physical, mental or moral development of minors

Applicable rules related to commercial communications that may be detrimental to the
physical, mental or moral development of minors, as well as qualitative requirements for
commercial communications aimed at children, which will also be applicable in the context
of VSPs stem from the amended Media Decree. It should be noted that the amended Media
Decree makes a distinction between commercial communications that are marketed, sold
or arranged by VSP providers and those that are not. Regarding commercial
communications that are marketed, sold or arranged by VSP providers, the amended Media
Decree proposes a new Article 176/5 of the Media Decree, requiring VSP providers to
comply with the requirements for commercial communications, as follows:

Providers of video platform services are free to market, sell or organise commercial
communication in any way, with the exception of the restrictions and obligations stated in
this decree. For the commercial communications that the providers of video platform
services market, sell or organise, they comply with the requirements referred to in Articles
52 to 55, Article 62, Articles 65 to 69, Articles 71 to 77 and Articles 90 to 97.
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In relation to Article 176/5 of the amended Media Decree, the Explanatory Memorandum
explains the following:

By analogy with the provisions of Article 48 of the Media Decree with regard to broadcasting
services, the first paragraph explicitly confirms the principle of freedom to broadcast
commercial communications for video platforms as well. However, this freedom is not
unlimited. The second paragraph of this provision ensures that providers of video platform
services must comply with certain obligations regarding commercial communications that
they market, sell or organise. This paragraph is the transposition of Article 28ter of
AVMD2010, as amended by Article 1, paragraph 23 of AVYMD2018.

As users increasingly rely on VSP services to access audiovisual content, it is necessary to
ensure an adequate level of consumer protection and a level playing field between the
different players, by appropriately aligning the rules on commercial communications for all
providers, i.e. providers of VSP services as well as providers of broadcasting services. It is
therefore important that audiovisual commercial communications on video platform services
are clearly identified and comply with a set of minimum quality requirements.

For commercial communication on VSP services, rules have already been laid down in the
law of 5 June 2007 amending the law of 14 July 1991 on commercial practices and consumer
information and protection. The law of 5 June 2007 transposes Directive 2005/29/EC of the
European Parliament and of the Council, which prohibits unfair business-to-consumer
commercial practices, including misleading and aggressive practices occurring in
information society services.

The second paragraph of Article 176/5 of the Media Decree refers to the relevant provisions
of the Media Decree that apply to commercial communications that the providers of the
video platform services themselves have marketed, sold and organised.

Regarding commercial communications that VSP providers do not market, sell or arrange,
Article 176/6 of the amended Media Decree determines that VSP providers have to take
appropriate measures to ensure that these commercial communications also comply with
the requirements of the Media Decree, including concerning commercial communications
that may be detrimental to the physical, mental or moral development of minors:

The providers of video platform services shall take the following appropriate measures for
the commercial communications that they do not market, sell or organise to comply with
the requirements referred to in Articles 52 to 55, Article 62, Articles 65 to 69, Articles 71 to
77 and 90 to 101:

1 °include the regulations stated in Articles 52 to 55, Article 62, Articles 65 to
69, Articles 71 to 77 and 90 to 101 in the conditions of the video platform
services and apply those regulations;
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2 ° provide a feature that allows users who upload user-generated content to
indicate that such content contains commercial communications, provided they
know or could reasonably be expected to know;

3 ° establish and use tr