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Forkortningar

Al Artificiell intelligens

ADM Automatiserat beslutsfattande

CSOs Civilsamhallesorganisationer

CAl Europaradets kommitté for artificiell intelligens

CEN Europeiska standardiseringskommittén

CENELEC Europeiska kommittén for elektroteknisk standardisering

FRIA Konsekvensbeddmning avseende grundldggande rattigheter

GDPR Allmdnna dataskyddsforordningen

GPAI Uppforandekoden for Al for allménna andamal

HUDERIA Risk- och konsekvensbeddmning av Al-system med héansyn till
manskliga rattigheter, demokrati och rattsstatsprincipen

TEU Fordraget om Europeiska unionen

TFEU Fordraget om Europeiska unionens funktionssatt
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Erkannanden

Denna rapport har utarbetats inom ramen for projektet "Framjandet av jamlikhet
och icke-diskriminering av Likabehandlingsorgan i samband med anvandning av
artificiell intelligens inom den offentlig sektorn’, som finansieras av Europeiska
unionen via instrumentet for tekniskt stod och samfinansieras av Europaradet.
Projektet genomférs av Europaradet i samarbete med Europeiska kommissionen,
Interfederal Centre for Equal Opportunities (Interfederala centret for lika mojlig-
heter, Unia, Belgien), Diskrimineringsombudsmannen (Finland) och Commission
for Citizenship and Gender Equality (Kommissionen fér medborgarskap och
jamstalldhet, Portugal).

Rapporten har forfattats av Raphaéle Xenidis (bitradande professor i europeisk ratt,
Sciences Po Law School, Frankrike). Sammanfattningarna av de nationella samman-
hangen har hdmtats fran Ine van Zeelands (Europarddets nationella konsult) arbete
med det belgiska avsnittet, Emeline Banzuzis (Europarddets nationella konsult) arbete
med det finska avsnittet och Eduardo dos Santos (Europaradets nationella konsult)
arbete med det portugisiska avsnittet.

Europaradet vill tacka projektets mottagande institutioner och Europeiska kom-
missionen for deras ihdllande engagemang under hela arbetsprocessen, och
i synnerhet till: Nele Roekens, Nadine Brauns och Thelma Raes (Interfederal
Centre for Equal Opportunities, Unia, Belgien); Tiina Valonen och Ville Rantala
(Diskrimineringsombudsmannen, YVV, Finland); Carla Peixe, Ana Martinho Fernandes,
Alexandra Andrade och Susana Miguel (Commission for Citizenship and Gender
Equality, CIG, Portugal), och Massimiliano Santini (Task Force for Reform and
Investments [Arbetsgruppen for reformer och investeringar], Secretariat-General,
Europeiska kommissionen) samt Menno Ettema, Sara Haapalainen, Ayca Dibekoglu och
Delfine Gaillard (Anti-discrimination Department [Avdelningen for antidiskriminering],
Europaradet).

Rapporten har ocksa gynnats av bidrag fran nationella experter fran offentlig och
privat sektor i Belgien, Finland och Portugal som deltog i intervjuer i slutet av 2024
och bdrjan av 2025. Deras perspektiv berikade de nationella avsnitten i rapporten.

m YHDENVERTAISUUSVALTUUTETTU
NON-DISCRIMINATION OMBUDSMAN CIG
COMISSAD PARA A CIDADANIA
E A WGUALDADE DE GENERO
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Inledning

Den 6kande integrationen av artificiell intelligens (Al) inom olika omraden och
sektorer innebar stora utmaningar for skyddet av de grundldaggande rattigheterna.
Bland dessa framstar algoritmisk diskriminering som ett sarskilt angelaget problem.
Empirisk forskning har visat att algoritmisk bias inte bara aterspeglar utan ocksa
forvarrar befintliga sociala ojamlikheter i stor skala, sarskilt inom omraden dar
algoritmiskt beslutsfattande ar vanligt férekommande, som polisarbete, rekrytering,
utbildning och férsdkringar. Under en langre period utgjorde skarningspunkten
mellan icke-diskriminering och dataskyddslagstiftning den primara rattsliga grun-
den for att hantera fall av algoritmisk diskriminering i ett europeiskt sammanhang.

Den senaste tidens rattsliga, institutionella och politiska utveckling har dock pa ett
betydande sitt férandrat styrningslandskapet for Al i Europa. Ar 2024 antog bade
Europaradet och Europeiska unionen viktiga rattsliga instrument: Europaradets
Framework Convention on Artificial Intelligence and Human Rights, Democracy and
the Rule of Law (ramkonventionen om artificiell intelligens och méanskliga rattigheter,
demokrati och rattsstatsprincipen [ramkonventionen om Al]) och Europaparlamentets
och radets forordning (EU) 2024/1689 fran den 13 juni 2024 om faststdllande av
harmoniserade regler for artificiell intelligens (EU:s Al-férordning). Dessa instrument
faststaller omfattande styrningsramverk som syftar till att skydda grundldggande
rattigheter — inklusive ratten till icke-diskriminering — i samband med Al och system
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for automatiserat beslutsfattande (ADM). Antagandet av dessa ramverk forvantas fa
betydande rattsliga och institutionella konsekvenser pa nationell niva, sarskilt med
tanke pa att medlemslanderna senast 2026 kommer att vara skyldiga att anpassa
sin nationella lagstiftning och sina administrativa strukturer till de skyldigheter som
anges i EU:s Al-férordning.

Al-férordningen understryker nddvandigheten av att Al-teknik och dess styrande
regelverk utvecklas i enlighet med EU:s varderingar, sdsom de faststalls i artikel 2 i
fordraget om Europeiska unionen (TEU), de grundldaggande rattigheter och friheter
som garanteras i fordragen och stadgan om de grundldggande rattigheternai enlig-
het med artikel 6 i TEU. Det star uttryckligen att Al maste vara en ménniskocentrerad
teknologi. P4 samma satt gor Europarddets ramkonvention om Al géllande att man
maste sakerstalla att alla aktiviteter som ingar i Al-livscykeln &r helt férenliga med
manskliga rattigheter, demokrati och rattsstatsprincipen.

Denna rapport undersdker hur dessa nya rattsliga instrument bidrar till att starka
skyddet mot algoritmisk diskriminering i Europa och bedémer de luckor som fort-
farande paverkar dessa rattsliga ramar.

Samtidigt syftar tva nya EU-direktiv om likabehandlingsorgan till att starka dessa
institutioners roll och kapacitet i hela Europa (Europeiska unionen 2024a, 2024b).
Likabehandlingsorgan, tillsammans med nationella institutioner fér manskliga rat-
tigheter och ombudspersoner, forvantas spela en central roll i styrningen av Al- och
ADM-system, sarskilt for att sakerstalla efterlevnaden av normer for grundlaggande
rattigheter, inklusive principen om icke-diskriminering. Denna rapport syftar darfor
till att spara och sammanfatta utvecklingen for att forse relevanta aktérer, sdsom
likabehandlingsorgan, med verktyg for att anpassa sig till ett foranderligt rattsligt
landskap och, dar sa ar relevant, ingripa i den pagaende utvecklingen.

Rapporten ar uppbyggd i tva huvuddelar:
» en bedémning av befintliga rattsliga ramar
» en utvdrdering av kvarvarande luckor.

| det forsta avsnittet ges definitioner (1) och exempel pa anvandning av Al- och
ADM-system i offentlig sektor och i andra sektorer av intresse pa europeisk niva
(2). Efter att ha forklarat hur algoritmisk diskriminering uppstar (3) kartlaggs
de nuvarande rattsliga, processuella och styrningsrelaterade ramarna for anti-
diskriminering, jamlikhet och Ali Europa (4). Avsnittet avslutas med en undersékning
av relevanta intressenters nuvarande och potentiella roll i samband med algoritmisk
diskriminering (5).

| det andra avsnittet kartlaggs rattsliga luckor i forhallande till dessa ramar och deras
tilldmpning. Denna rapport omfattar i forsta hand Al- och ADM-system som anvédnds
av offentlig sektor i Europa och i andra hand system som anvands inom den privata
sektorn, t.ex. stora bemanningsforetag.

Page 8 » Rattsligt skydd mot algoritmisk diskriminering i Europa



1. Befintliga rattsliga ramar

1.1. Definitioner

| den har rapporten anvands begreppen "Al” och "ADM-system” for att tacka verksam-
heteniinlarningsbaserade och regelbaserade system, som bade kan vidmakthalla och
forstarka diskriminering. | artikel 2 i Europaradets ramkonvention om Al definieras ett
Al-system som "ett maskinbaserat system som, for uttryckliga eller underforstadda
mal, drar slutsatser harledda fran den indata det tar emot om hur utdata sasom
forutsdgelser, innehall, rekommendationer eller beslut som kan paverka fysiska eller
virtuella miljoer ska genereras”. Det medger att “[de o]lika Al-system varierar i fraga
om autonomi och anpassningsférmaga efter inférandet” (Europaradet 2024a). Denna
definition motsvarar den definition som ges i artikel 3.1 i EU:s Al-férordning.’ Inom
Al-teknikerna har i synnerhet maskininldrning kommit att anvandas i stor
utstrackning for att identifiera sa kallade korrelationer mellan datapunkter

1. | Europaparlamentets och radets férordning (EU) 2024/1689 av den 13 juni 2024 som faststaller
harmoniserade regler om artificiell intelligens, definierar artikel 3.1 ett Al-system som “ett maskin-
baserat system som ar utformat for att fungera med varierande grad av autonomi och som kan
uppvisa anpassningsformaga efter inférande och som, for uttryckliga eller underforstadda mal,
drar slutsatser harledda fran den indata det tar emot, om hur utdata sasom férutsagelser, innehall,
rekommendationer eller beslut som kan paverka fysiska eller virtuella miljoer ska genereras’.
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i syfte att gora forutségelser och rekommendationer eller podngsatta, klassifi-
cera och rangordna féremal eller personer.?Vissa ADM-system saknar daremot
den grad av anpassningsférmaga och autonomi som kravs for att kvalificera sig
som Al-system, men dr anda viktiga att undersdka i denna rapport med tanke
pa deras diskriminerande potential. Regelbaserade system kan till exempel
felklassificera individer och automatisera beslutsprocesser utifran detta, med
potentiellt diskriminerande konsekvenser. Begreppet "ADM-system” omfattar
ett brett spektrum av beslutssystem, fran helt automatiserade system som
inte kraver nagon mansklig kontroll, enligt definitionen i t.ex. artikel 22 i
EU:s allmanna dataskyddsforordning (GDPR), till halvautomatiserade system
eller beslutsfraimjande system som omfattar bade maskinstyrd och méansklig
kontroll och som anvands i mycket stor utstrackning i praktiken.> Denna
rapport fokuserar bade pa Al- och ADM-system.

1.2. Algoritmisk diskriminering i Europa

Diskriminering i algoritmiskt beslutsfattande uppstar ndr automatiserade system
pa ett orattvist satt missgynnar vissa individer eller grupper. Det finns flera viktiga
faktorer som bidrar till algoritmisk diskriminering.

For det forsta kan bias i utbildnings- och utvarderingsdata leda till diskriminerande
beslut. Det ar inte bara sa att skev datainsamling och dataproduktion kan leda till
icke-representativa datauppsattningar, utan nar Al och datadrivna ADM-system trénas
pa eller bearbetar historiska data som aterspeglar fordomar mot, ojamlikhet mellan
eller uteslutning av till exempel vissa etniska, konsrelaterade eller socioekonomiska
grupper, har de ocksé en tendens att reproducera och/eller forstarka dessa férdomar.
Till exempel kan en urvalsalgoritm som tranas pa historiska anstallningsdata orattvist
gynna manliga kandidater genom att reproducera tidigare anstallningsbeslut som
var snedvridna av diskriminerande stereotyper mot kvinnor eller minoritetsgrupper.

For det andra kan de designval som gors av utvecklarna, inklusive valet av mal-
funktioner och prediktorer, typen av modell, rattvisematt och troskelvarden, ater-
spegla diskriminerande fordomar. Om utvecklare inte tar hansyn till systematiska
ojamlikheter kan Al- och ADM-system oavsiktligt fatta beslut som oproportionerligt
skadar vissa grupper. Till exempel anvander valfardstjanster i Europa alltmer ADM-
system for att forutsdga bedragerier bland mottagare av sociala formaner. Det har
visat sig att sjalva kategorin "risk” och de prediktorer som anvands i dessa ADM-system
i verkligheten aterspeglar stereotyper gentemot individer som lever i fattigdom,
stereotyper som dr djupt rotade i vélfardstjansternas praxis, strukturer och institutioner
(Dubois 2021). Detta problem aterspeglar den utbredda s.k. proxydiskrimineringen,

2. Enligt Binns ar “[d]e flesta anvandningar av maskininlérning inom den offentliga sektorn av den
Overvakade typen. Med 6vervakning avses att inlarningsalgoritmen maste fa veta vad en besluts-
fattare vill forutsaga eller klassificera, till skillnad fran o6vervakade metoder som ar utformade for att
upptacka latenta strukturer i en datauppsattning”. Se Binns R. (2020), "Algorithmic decision-making:
a guide for lawyers", Judicial Review, vol. 25, nr 2, s. 3-4.

3. For en taxonomi av dessa olika ADM-system, se Palmiotto F. (2024), "When is a decision automa-
ted? A taxonomy for a fundamental rights analysis”, German Law Journal, vol. 25, nr 2, s. 210-36,
tillganglig pa: https://doi.org/10.1017/9lj.2023.112, besokt den 6 november 2025.
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dvs. diskriminering som baseras pa algoritmisk bearbetning av till synes neutrala
proxyvariabler som osynligt kodar ojamlikheter.

For det tredje ar det svart att 6vervaka eller ifrdgasatta algoritmisk diskriminering pa
grund av bristen pa transparens och ansvarsskyldighet for de Al- och ADM-system
som for narvarande anvands. Manga Al- och ADM-system, sarskilt de som bygger pa
komplexa modeller for maskininldrning, fungerar som “svarta lador’, vilket innebar
att deras beslutsprocesser inte ar transparenta. Denna brist pa transparens gor det
svart att identifiera nar och hur diskriminering forekommer, vilket forhindrar effektiv
granskning och ansvarsskyldighet. Till exempel visade skandalen i Nederldnderna
2021, som orsakades av en algoritm som anvandes for att forutse bedragerier bland
mottagare av barnomsorgsbidrag, hur svart det var for de felaktigt anklagade att
forsta hur och varfor de hade klassificerats som bedragare, an mindre att ifrdgasatta
beslutet (Amnesty International 2021).

Otillracklig testning och 6vervakning fran leverantorer och anvandare av Al- och
ADM-system, bade inom den offentliga och den privata sektorn, 6kar dessutom
sannolikheten for att diskriminering uppstar utan forvarning. Test- och 6vervaknings-
processer maste finnas pa plats fore, under och efter anvandning. Genom att invol-
vera relevanta civilsamhallesorganisationer, likabehandlingsorgan och institutioner
for manskliga rattigheter gar det att sakerstalla att dessa forfaranden ar effektiva.

Hastigheten och omfattningen av Al- och ADM-system riskerar slutligen att sprida
diskriminering pa en systemisk niva. Branschens I6fte om effektivitet och kostnads-
besparingar har uppmuntrat manga organisationer, inklusive offentliga forvalt-
ningar, att rationalisera beslutsfattandet genom att anvanda Al- och ADM-system.
Dock utan att investera tillrackliga resurser i att férebygga och mildra algoritmisk
diskriminering, till exempel genom att utbilda handldggare och investera i repre-
sentativa data, lampliga revisions- och testmekanismer och ansvarsprocesser,
kommer Al- och ADM-system att vara diskriminerande. Branschens beréttelse, enligt
vilken Al- och ADM-system mojliggor en drastisk minskning av kostnaderna, maste
darfor ifragasattas. Det kan mycket vl vara sa att det &r kostsamt att genom lampliga
skyddsatgarder och investeringar se till att Al- och ADM-system fungerar lagligt,
det vill sdga utan att orsaka diskriminering.

1.3. Anvandning av Al- och ADM-system inom
offentliga forvaltningar och sektorer av intresse

Al och ADM-system anvands i allt storre utstréackning i bade den privata och
den offentliga sektorn i Europa. En genomgang av litteraturen visar exempel pa
tillampningar inom manga omraden, t.ex. hélso- och sjukvardssektorn, finans- och
banksektorn, transportsektorn och personalomradet. Offentliga forvaltningar
infor eller experimenterar gradvis med Al- och ADM-system inom omraden som
skattefragor, transport, social trygghet, migration samt rattsvdasende och polis.
Applikationerna kan utvecklas internt eller kdpas in fran externa privata foretag.
Férutom godartade administrativa stoduppgifter anvands Al- och ADM-system inom
dessa omraden framst for att upptacka och 6vervaka bedrégerier, vilket medfor stora
risker for diskriminering. Andra vanliga tilldmpningar ar chatbottar och virtuella
assistenter, som ocksa kan uppvisa diskriminerande drag men troligen med mindre
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skadliga effekter. Med detta sagt verkar anvéndningen av Al respektive ADM-system
att skilja sig at: medan Al-applikationer som utvecklats internt for narvarande ofta
befinner sig i experimentstadiet, verkar ADM-system anvandas i storre utstréckning.

Utmaningar i samband med kartlaggning av anvdndningen
av Al- och ADM-system

Inventeringsarbetet som genomfors i detta avsnitt kommer med en viktig varning:
att kartldagga offentliga forvaltningars anvandning av Al- och ADM-system ar en
svar uppgift. Forskning lyfter fram bristen pa tydlig och konsekvent information
om hur offentliga forvaltningar anvénder Al- och ADM-system. | vissa lander, som
Finland, har offentliga forvaltningar informationsskyldighet och maste publicera
information om anvandningen av ADM-system pa sina webbplatser samt infor-
mera berdrda personer om sadan anvandning ndr de fattar beslut. Databaser som
systematiskt registrerar Al- och ADM-tillampningar ar dock fortfarande under-
utvecklade.* Relevanta intressenter som likabehandlingsorgan, nationella institutioner
for ménskliga rattigheter och ombudspersoner har darfor svart att utdva sitt mandat
att utreda, 6vervaka, identifiera och ifrdgasatta fall av algoritmisk diskriminering
samt att stodja offer. Dessa hinder dventyrar en effektiv tillampning av ratten
till icke-diskriminering. Andra strategier som anvands for att fa information (t.ex.
forfragningar om informationsfrihet, parlamentariska utredningar) stéter ocksa pa
utmaningar och begransningar och ger inte alltid tillrdcklig insyn i hur offentliga
forvaltningar anvander Al- och ADM-system. | Frankrike, till exempel, resulterade
en begaran enligt informationsfriheten fran CSO:er for att fa klarhet i ett risk-
beddmningssystem som anvédnds av socialférvaltningen som hanterar familjebidrag
(CNAF) i att man offentliggjorde en begransad del av kéllkoden for tidigare modeller
(i motsats till den nuvarande modellen) med reviderade listor dver anvanda variabler
(La Quadrature du Net 2023). Andra utmaningar ar bristen pa insyn i anvdndningen
av Al- och ADM-system, vilket i sig foregriper fragor och forfragningar: om offentliga
forvaltningar inte rapporterar om anvandningen av sddana system blir det svart
att veta vart man ska rikta sina forfragningar.

Rekrytering

Rapporterade anvandningsomraden inkluderar profileringsverktyg som anvands
av offentliga arbetsférmedlingstjanster for att forutspa chanser till anstéllning eller
arbetsloshet, vilket anvands for att hjalpa handlaggare att fordela stodresurser till
arbetssdkande. Vissa av dessa profileringsverktyg har visat sig vara diskriminerande.
| Osterrike visade det sig till exempel att en prototyp som utvecklats av den dster-
rikiska arbetsformedlingen, kallad AMS-algoritmen, som syftade till att forutspa
arbetssokandes utsikter till anstallning for att hjalpa handlaggarna att besluta om
resursfordelning, ledde till diskriminering av bland annat ensamstdende modrar och
arbetssokande med migrationsbakgrund (Allhutter et al. 2020). Liknande system
har sedan 2018 anvénts av den franska arbetsférmedlingen France Travail for att
beddma risken for bedragerier, forutse avhopp och beddma deltagarnas anstallnings-
barhet (La Quadrature du Net 2024). Liknande risker har ocksa uppmarksammats for

4.  Detta kommer troligen att andras efter implementeringen av Al-férordningen.
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diskriminering av individer i socialt och ekonomiskt utsatta situationer, men ocksa pa
grundval av kon, etnicitet och funktionshinder. Andra problem ar bristen pa adekvat
vagledning och utbildning fér handlaggare som anvénder Al- och ADM-verktyg, samt
de satt pa vilka arbetssokandes personuppgifter anvands i profileringsprogram. De
offentliga arbetsférmedlingarna kan ocksa anvdanda andra typer av verktyg, som till
exempel matchningsalgoritmer, fér att rekommendera lediga jobb till arbetssékande.

Brottsbekdampning

Al- och ADM-system anvands ocksa regelbundet av brottsbekdampande myndig-
heter. Forskning visar dock att teknik for ansiktsigenkdnning kan ha diskriminerande
biaser.’ Aven nar rapporter visar att Al- och ADM-system i sig inte &r partiska kritiseras
distribueringen av dem for att pa ett oproportionerligt satt rikta in sig pa och 6vervaka
minoriteter och for att utfora etnisk profilering.® Ofta dr bevisen for sddan anvandning
fortfarande indicier, och bristen pa transparent information om vilka system som
anvands och hur de anvéands forhindrar systematiska undersdkningar av de risker som
uppstar for grundlaggande rattigheter, inklusive icke-diskriminering. Som framgar
nedan (se avsnitt 1.4.1.) medger Al-férordningen omfattande undantag for polisen
och brottsbekampande myndigheter nar det galler anvandningen av igenkannings-
teknik som behandlar bilder, till exempel ansikten och andra biometriska uppgifter.

Socialomsorg och valfardssektorer

Olika delar av valfards- och socialférsakringssystemen i Europa experimenterar for
narvarande med, eller lanserar, Al- och ADM-system (t.ex. Osterrike, Belgien, Danmark,
Frankrike, Polen, Portugal, Slovenien, Sverige, Nederlanderna). | Frankrike syftar
systemet som anvands av den nationella myndighet som ansvarar for fordelningen
av familjebidrag till att forutse risker for bedragerier och fel bland mottagarna for
att hjdlpa handldggarna att rikta in sina kontroller (La Quadrature du Net 2023).
Riskerna for diskriminering har uppmarksammats av CSO:er, och ett fall har tagits upp
i franska Conseil d’Etat dar man bland annat pekar pé diskriminering p& grund av
kon, familjestatus, dlder och funktionshinder (se Conseil d’Etat 2024). | Nederldnderna
ledde ett liknande system till att regeringen avgick 2021 efter att det visat sig att

5. CSO Liberty kritiserade ett program for ansiktsigenkanning som anvéndes av South Wales Police
bland annat for diskriminering pa grund av kén och/eller etnicitet eftersom det gav en hégre andel
positiva traffar for kvinnoansikten och/eller for ansikten tillhérande svarta och etniska minoriteter.
Se det efterféljande beslutet fran UK Court of Appeal i R (Bridges) v. Chief Constable of South Wales
Police ([2020] EWCA Civ 1058), som framholl att South Wales Police "konsekvensbedémning avse-
ende lika behandling var uppenbart otillracklig och grundade sig pa ett rattsligt fel (genom att
inte erkanna risken for indirekt diskriminering)” och att dess “efterfoljande tillvagagangssatt for att
beddma eventuell indirekt diskriminering till fljd av anvandningen av AFR éar bristfalligt”

6. Detta sker till exempel nar polismyndigheter sparar bilder av felaktiga matchningar under en
oproportionerligt lang tid i sina system, eller nar 6verbevakning av platser som till stor del bebos
av rasifierade grupper aterkopplas till prediktiva verktyg och utokar massovervakningen av dessa
grupper.
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mottagarna diskriminerats pa grund av ras’, etniskt ursprung och medborgarskap.?
Inom utbildningsomradet anvdande den nederldndska utbildningsmyndigheten en
riskprofileringsalgoritm for att upptéacka bedragerier i samband med mottagande
av studiebidrag (Algorithm Audit 2024a). Myndigheten erkdnde att "[s]tudenter
med utomeuropeisk migrationsbakgrund tilldelades en hogre riskpodng via en
riskprofil och valdes oftare ut for hembesok’, vilket skapade indirekt diskriminering
(Algorithm Audit 2024b). | Belgien upphorde OASIS-systemet 2023 efter att forskare
pavisat risker for diskriminering pa grund av fattigdom. Sddana system kombine-
rar uppgifter fran olika forvaltningar (t.ex. om skatt, anstalining, familjeférmaner,
pensioner), ibland i kombination med uppgifter som samlas in av privata féretag
(t.ex. om energiférbrukning), for att profilera anvandare och faststalla riskpoang.

Migration och medborgarskap

Al- och ADM-system anvands ocksa av vissa offentliga forvaltningar i Europa for
stdd i beslutsfattande inom migrationsomrdadet, till exempel nar det galler beslut om
medborgarskap, asyl eller uppehallstillstand. Rapporterade anvandningsomraden
ar till exempel identifiering och bedémning av sprak, upptackt av bedragerier som
ror identitetshandlingar, arendehantering, interaktion med migranter, bland annat
genom chattbottar, migrationsprognoser och teknik fér gransdvervakning (European
Migration Network and Organisation for Economic Co-operation and Development
2022; European Network of National Human Rights Institutions 2024; McGregor
and Molnar 2023). Aven om dessa tekniker pastds anvandas for att effektivisera
migrationshanteringen kan de ha en negativ inverkan pa migranters rattigheter
genom att forstarka diskriminering, skapa oro for integritets- och dataskydd och
avskrécka migranter fran att soka skydd (European Network of National Human
Rights Institutions 2014). Enligt FN:s sdrskilda rapportér om samtida former av rasism,
rasdiskriminering, framlingsfientlighet och liknande intolerans omfattar “digitala
granser”en rad infrastrukturer for styrning som “i allt hégre grad bygger pa maskin-
inldrning, big data, automatiserade algoritmiska beslutssystem, prediktiv analys och
relaterad digital teknik” (FN:s sarskilda rapportor 2021). Den teknik som anvands
omfattar "identifieringssystem, system for ansiktsigenkdnning, marksensorer, dronare
for videodvervakning, biometriska databaser och till och med beslutsprocesser for
visum och asyl” (ibid.).

Skattemyndigheter

Aven om det generellt sett finns mindre information om skattemyndigheternas
anvandning av Al- och ADM-system, experimenterar flera europeiska lander for
narvarande med sadana tekniker, framst i syfte att upptacka bedragerier. Till exem-
pel anvands Al- och ADM-system for att flagga misstankta filer for vidare utredning.
Myndigheterna kan vara ovilliga att ldmna ut information om dessa system av radsla

7.  Eftersom alla ménniskor tillhor samma art avvisar Europaradets ministerkommitté teorier som bygger
pa forekomsten av olika "raser”. | detta dokument anvands dock termen "ras” for att sakerstalla att
personer som allmant och felaktigt uppfattas som “tillhérande en annan ras” inte utesluts fran det
skydd som lagstiftningen och genomférandet av politiken ger.

8.  SyRl-systemet ansdgs ocksé ha inneburit ett oproportionerligt intrang i slutanvandarnas ratt till
privatliv eftersom det behandlade personuppgifter fran olika statliga myndigheter.
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for att anvandarna ska "lura” systemet. Det finns risk for diskriminering eftersom
system for upptackt av bedréagerier kan paverka personer oproportionerligt pa
grund av skyddade egenskaper, som till exempel socioekonomisk status, migrations-
bakgrund eller geografisk plats, daven om dessa kategorier inte uttryckligen anvands
som riskfaktorer i dessa system. | det ovan namnda SyRl-drendet i Nederldnderna
misstankte skattemyndigheterna 26 000 familjer for bedrageri med sociala bidrag.
Algoritmen flaggade oproportionerligt etniska minoriteter och icke-nederlandska
medborgare.

Privat sektor

Inom den privata sektorn anvands Al- och ADM-system av foretag som erbjuder
personaltjanster. Exempel pa tillampningsomraden ar screening och profilering av
arbetssokande, matchning av arbetsansokningar med deras profiler eller att utarbeta
och 6versitta lediga tjanster. Dessa tillampningar kan i olika grad innebara risker
for diskriminering. P4 samma satt anvands Al- och ADM-system i stor utstrackning
inom finans och handel, till exempel marknadsféring, kundservice (t.ex. chattbottar),
dynamisk prissattning och transaktionsévervakning. | Finland nekades till exempel
en kund en onlinekredit av ett finansbolag som anvande ett podangsystem baserat
pa uppgifter som kon, sprak, alder och bostadsort for att bedoma risken for att lanet
inte skulle dterbetalas (Algorithm Watch 2018). Diskriminerings- och jamstalldhets-
namnden i Finland (2017) drog slutsatsen att detta utgjorde direkt diskriminering
pa flera skyddade grunder.

1.4. Befintliga rittsliga ramar

| detta avsnitt analyserar vi befintliga forordningar, lagar, rattspraxis, forfaranden,
policyer, institutioner och sa vidare, och underséker hur de hanterar diskriminering
som uppstar till foljd av anvandningen av Al- och ADM-system.

1.4.1. Styrning av Al- och ADM-system

Europaradet

Pa Europaradsniva finns det flera instrument som behandlar fragan om algoritmisk
diskriminering eller som kan anvandas for att gora det.

For det forsta syftar Europaradets ramkonvention om Al, som antogs 2024 men
annu inte har ratificerats for att trada i kraft, till att sékerstalla att aktiviteter inom
systemprocesser for artificiell intelligens ar helt férenliga med manskliga réttigheter,
demokrati och réttsstatsprincipen. l ingressen till ramkonventionen om Al lyfter man
att Alkan "framja ... jamstalldhet och egenmakt for alla kvinnor och flickor”. Samtidigt
uttrycks konventionsparternas “riskerna for diskriminering i digitala sammanhang,
sarskilt sdadana som inbegriper Al-system, och dessas potentiella effekt att skapa
eller forvarra ojamlikheter, bland annat sddana som drabbar kvinnor och personer
i utsatta situationer nar det galler deras atnjutande av sina manskliga réattigheter
och deras fulla, jamlika och faktiska deltagande i ekonomiska, sociala, kulturella
och politiska fragor”.
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| artikel 10 om jamlikhet och icke-diskriminering i ramkonventionen om Al alaggs
konventionsstaterna att "anta eller uppratthalla atgarder i syfte att sdkerstalla
att verksamhet under Al-systemens livscykel® bedrivs med respekt for jamlikhet,
inbegripet jamstalldhet, och férbudet mot diskriminering, i enlighet med tillamplig
internationell och inhemsk ratt”. Konventionsparterna maste ocksa “anta eller upp-
ratthalla dtgarder som syftar till att 6vervinna ojamlikheter for att uppna skaliga,
riktiga och rattvisa resultat, i enlighet med dess tillampliga inhemska och interna-
tionella skyldigheter i fraga om manskliga rattigheter, nar det géller verksamhet
under Al-systemens livscykel”. Dessa skyldigheter kraver att medlemslanderna ser
over och, om nodvandigt, reformerar sin lagstiftning for att sakerstalla att icke-
diskrimineringslagstiftningen fangar upp algoritmisk diskriminering. Sdsom bekréftas
i punkt 77 i motiveringen innehaller konventionen ocksa en skyldighet for staterna
att vidta atgarder for att 6vervinna strukturella och historiska ojamlikheter i sam-
band med aktiviteterinom Al-systemens livscykel. | punkterna 72-73 i motiveringen
bekraftas att forbudet mot algoritmisk diskriminering i konventionen bygger pa ett
manniskorattsbaserat forhallningssatt till algoritmisk diskriminering som integrerar
globala och regionala ramverk for manskliga rattigheter. | punkterna 75-76 i motive-
ringen finns en forteckning 6ver vdlkanda kallor till och typer av algoritmiska biaser.
Bland "de olika satt pa vilka bias avsiktligt eller oavsiktligt kan inforlivas i system for
artificiell intelligens i olika skeden av deras livscykel”, citerar motiveringen féljande:

» Utveckling ("pd grund av utvecklarnas medvetna eller omedvetna stereotyper
eller biaser”), modellering ("potentiella biaser som ar inbyggda i den modell
som systemen bygger pa”).

» Data (felaktiga eller otillrackligt representativa datauppsattningar i utbildnings-,
aggregerings- eller utvarderingsfasen).

» Driftsattning ("bias som uppstar nar sddana system implementeras i verkliga
miljoer”).

» Tolkning ("automatiserings- eller bekréftelsebias, varigenom manniskor kan
satta omotiverad tillit till maskiner och tekniska artefakter eller situationer
dar de viljer information som stdder deras egna asikter ... ignorerar sin egen
potentiellt motsdgelsefulla bedémning och validerar algoritmiska resultat
utan att ifragasatta dem”).

» Teknisk bias ("uppstar pa grund av problem vid tilldmpning av maskininldrning
som resulterar i ytterligare bias som inte finns i de data som anvéands for att
trana systemet eller fatta beslut”).

» Social bias ("underlatenhet att pa ett korrekt satt ta hansyn till historiska eller
nuvarande ojamlikheter i samhallet i aktiviteter inom livscykeln avseende
systemprocesser for artificiell intelligens”).

9.  Sepunkterna 14-15i motiveringen till ramkonventionen: “Denna hénvisning till livscykeln sakerstal-
ler en 6vergripande strategi for att hantera Al-relaterade risker och negativa effekter pa ménskliga
rattigheter, demokrati och rattsstatsprincipen genom att fanga upp alla stadier av aktiviteter som
ar relevanta for system for artificiell intelligens.” Exempel pa relevant verksamhet ar bland annat:
"(1) planering och utformning, (2) insamling och bearbetning av data, (3) utveckling av system for
artificiell intelligens, inklusive modellbygge och/eller finjustering av befintliga modeller for specifika
uppgifter, (4) testning, verifiering och validering, (5) leverans/tillhandahallande av de tillgéngliga
systemen, (6) driftsattning, (7) drift och évervakning, och (8) avveckling”
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For att underlatta verkstalligheten av de skyldigheter som ingar i konventionen har
Europaradet utformat en "metod [for att] sdkerstalla ett enhetligt tillvagagangssatt
for identifiering, analys och utvardering av risker och konsekvensbedémning av
[Al-system] i forhallande till tillgodoseendet av de ménskliga rattigheterna, demo-
kratins funktion och réttsstatens principer’, som kallas HUDERIA (Europaradet 2022a).
Den bestér av en sammanhangsbaserad riskanalys, en process for att engagera
intressenter, en risk- och konsekvensbeddmning och en plan for riskreducering, och
kréaver iterativ 6versyn. Aven om tillvigagangssattet skiljer sig fran den riskbaserade
klassificering som antagits enligt Al-férordningen (se avsnittet om Europeiska unio-
nen nedan), innehaller HUDERIA-metoden liknande inslag genom ett "graderat och
differentierat tillvdgagangssatt avseende atgarder for identifiering, bedémning,
forebyggande och begransning av risker och konsekvenser som tar hansyn till hur
allvarliga och sannolika de negativa konsekvenserna ar for manskliga rattigheter,
demokrati och rattsstatsprincipen samt relevanta kontextuella faktorer” (Europaradet
2024b).Vid faststallandet av risknivaer ar det till exempel avgdrande att ta hansyn till
de potentiella skadornas omfattning, allvarlighetsgrad, reversibilitet och sannolikhet.
"Nollfragor’, dvs. fragor om huruvida Al- och ADM-system &r relevanta och lampliga
for att utfora vissa uppgifter, maste ocksa beaktas, med den potentiella konsekvensen
att beslut om att inte utveckla eller anvénda sadana system kan fattas om riskerna
for krankningar av de manskliga rattigheterna 6vervager de potentiella férdelarna.
HUDERIA-metoden for risk- och konsekvensbeddmning syftar till att sékerstalla kom-
patibilitet "med de befintliga efterlevnadsrutiner som f6ljs av branschen” (Europaradet
2022a) och kan framja offentliga och privata aktorers forebyggande av algoritmisk
diskriminering. Aven om det i artikel 16 i konventionen féreskrivs att ett ramverk for
risk- och konsekvenshantering ska inrattas, ar det inte obligatoriskt att félja HUDERIA
for att uppfylla skyldigheterna enligt konventionen. Aven om HUDERIA inte &r ett
rattsligt bindande instrument och inte ger nagon tolkningsvagledning i forhallande
till konventionen, kommer den att utgdra ett sarskilt anvandbart verktyg for att
identifiera, bedoma och minska riskerna for algoritmisk diskriminering.

Dessutom har olika rekommendationer publicerats for att krdva att konventions-
staterna tar itu med algoritmisk diskriminering i sina rattsliga och processuella
ramverk. Till exempel uppmanade den parlamentariska férsamlingen i sin resolution
2343 (2020) om "férebyggande av diskriminering som uppstar fran anvandningen
av artificiell intelligens” medlemsstaterna att gora foljande:

Se dver sin antidiskrimineringslagstiftning och @ndra den vid behov, for att sékerstélla
att den omfattar alla fall dar direkt eller indirekt diskriminering, inklusive diskrimine-
ring pa grund av association, kan orsakas som en f6ljd av att Al anvénts, och att mal-
sdgande har full tillgéng till rattslig prévning. | det senare avseendet dgnar du sarskild
uppmarksamhet 3t att garantera oskyldighetspresumtionen och sakerstélla att offer
for diskriminering inte har en oproportionerligt tung bevisbérda (Europaradet, parla-
mentariska férsamlingen 2020a).

Dessutom uppmanade resolutionen medlemslanderna att “se till att likabehandlings-
organen har full befogenhet att ta upp fragor om jamlikhet och icke-diskriminering
som uppstar fran anvandningen av Al". Den kraver ocksa att regeringar uppmanas
att “informera parlamentet innan teknik [for Al- och ADM-system] tas i bruk”och att
"myndigheternas anvandning av sadan teknik ... systematiskt registreras i ett offentligt
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register”. Det ar anmarkningsvart att manga av dessa detaljerade rekommendationer
inte aterspeglas i den nyligen antagna ramkonventionen om Al. Det pagaende arbetet
i Steering Committee on Anti-discrimination, Diversity and Inclusion (styrkommittén
for antidiskriminering, mangfald och inkludering) och Gender Equality Commission
(Jamstalldhetskommissionen) efter en rekommendation fran Ministerradet om
jamlikhet inom Al kan kanske atgarda dessa brister (Europaradet, pagaende arbete).

Andra instrument som publicerats av institutioner inom Europaradet kan anvéandas
for att hantera algoritmisk diskriminering. Till exempel tar den allmdnna rekommen-
dationen nr 1 om den digitala dimensionen av vald mot kvinnor, som antogs av
expertgruppen for bekdmpning av vald mot kvinnor och vald i hemmet (GREVIO)
specifikt upp diskriminerande former av vald pa natet, sdsom sexuella trakasserier
pa natet, stalkning pa natet och med hjdlp av teknik samt de digitala dimensionerna
av psykologiskt vald (Europaradet 2021a).

Mer 6vergripande rekommendationer eller instrument som fokuserar pa relaterade
amnen ar ocksa varda att ndmna:

» Rekommendation 2102 (2017) fran Europaradets parlamentariska férsamling
om "Teknologisk konvergens, artificiell intelligens och manskliga rattigheter”
(Europaradet, parlamentariska forsamlingen 2017).

» Ministerkommitténs forklaring om risker for de grundlaggande rattigheterna
till foljd av digital sparning och annan 6vervakningsteknik (Europaradet 2013).

» Rekommendationen fran kommissiondren for manskliga rattigheter om
"Uppackning av artificiell intelligens: 10 steg for att skydda de manskliga
rattigheterna” (Europaradet, kommissiondren for manskliga rattigheter 2019).

» Ministerkommitténs forklaring om algoritmiska processers manipulativa
formaga (Europaradet 2019a).

» Ministerkommitténs rekommendation CM/Rec(2020)1 till medlemsstaterna om
algoritmiska systems inverkan pa de manskliga rattigheterna (Europaradet 2020).

» Ministerkommitténs rekommendation CM/Rec(2022)13 till medlemsstaterna
om den digitala teknikens inverkan pa yttrandefriheten (Europaradet 2022b).

» Den vdgledande not som antagits av styrkommittén for medie- och informa-
tionssamhallet, “innehallsmoderering. Basta praxis for effektiva réttsliga och
processuella ramverk for sjalvreglerande och samreglerande mekanismer for
innehallsmoderering” (Europaradet 2021b).

» Uppfdljningsrekommendationen fran kommissiondren for méanskliga rattigheter
om "Inbyggda manskliga rattigheter: att framtidssédkra skyddet av manskliga
rattigheter i Al-eran” (Europaradet, kommissiondren for manskliga rattigheter
2023).

Dessa olika instrument ger viktig vagledning nar det géller efterlevnad av méanskliga
rattigheter, sarskilt icke-diskriminering, vid anvandning av Al- och ADM-system.
Deras icke-bindande karaktar och begransade verkstallbarhet begransar dock deras
effektivitet i praktiken.
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Europeiska unionen

P4 EU-niva behandlas algoritmisk diskriminering i flera bestammelser i Al-férordningen
(Europeiska unionen 2024c).1° Al-férordningen ar avsedd att komplettera befintliga
ramar for antidiskriminering och dataskydd. Det &r ett riskbaserat tillvagagangssatt
med ett antal férbjudna metoder och hégrisksystem som omfattas av sarskilda krav.
Detta bygger pa erkdnnandet att “[v]id sidan av de mdnga nyttiga anvandnings-
omradena for Al kan det ocksa missbrukas och tillhandahalla nya och kraftfulla verktyg
for manipulation, utnyttjande och social kontroll ... Sddana anvandningsomraden ar
sarskilt skadliga och krankande och bor férbjudas eftersom de strider mot unionens
varden ... inbegripet ratten till icke-diskriminering” (skal 28).

Andra system anses utgora en hog risk eftersom de "kan strida mot ratten till
vardighet och icke-diskriminering och vardena jamlikhet och rattvisa” (skal 31).
En tredje kategori av Al-system, som anses vara Iag risk, ar mycket mer I9st reg-
lerade. Med andra ord, "[o]mfattningen av de negativa effekter som Al-systemet
har pa de grundlaggande rattigheter som skyddas av stadgan har sarskilt stor
betydelse nar ett Al-system klassificeras som Al-system med hog risk” (skél 48). Skal
27 i réttsakten paminner dock om att de sju principer som faststallts av hognivaex-
pertgruppen for Al ar tillampliga pa alla system oavsett riskniva: dessa ar "manskligt
agentskap och mansklig tillsyn, teknisk robusthet och sakerhet, integritet och data-
forvaltning, transparens, mangfald, icke-diskriminering och rattvisa, samhallets och
miljons valbefinnande samt ansvarsskyldighet” | detta sammanhang innebar det att
“Imlangfald, icke-diskriminering och rattvisa innebar att Al-system utvecklas och
anvands pa ett satt som inkluderar olika aktorer och framjar lika tillgang, jamstalld-
het och kulturell mangfald, samtidigt som diskriminerande effekter och oskaliga
biaser, som ar forbjudna enligt unionsrétten eller nationell ratt, undviks” (ibid.).
Denna princip ar tankt att galla for alla Al-system som sldpps ut pa EU-marknaden,
oavsett riskkategorisering.

Forbjudna Al-system

Forteckningen 6ver forbjudna system, som ar sarskilt relevant i samband med diskri-
minering, ingdr i artikel 5 i Al-férordningen. Artikel 5 a forbjuder “subliminal ... eller
avsiktligt manipulativa eller vilseledande tekniker [som har] till syfte eller leder till
en vasentlig paverkan pa en persons eller en grupp av personers beteende genom
att avsevart forsamra deras formaga att fatta ett valgrundat beslut [och] pa ett satt
som orsakar eller med rimlig sannolikhet kommer att orsaka betydande skada for
[dem]”. Artikel 5 b forbjuder Al- och ADM-system som "utnyttjar en sarbarhet hos
en fysisk person eller en specifik grupp av personer som harror fran alder, funktions-
nedsattning eller en specifik social eller ekonomisk situation” for att paverka deras
beteende och dsamka dem skada.

Artikel 5 c forbjuder sociala podngsattningssystem som utvarderar eller klassificerar
personer eller grupper "pa grundval av deras sociala beteende eller kdanda, uttydda
eller forutsedda personliga eller personlighetsrelaterade egenskaper” i syfte att

10. Se aven motiveringen och den atféljande Al-pakten som finns pa: https://digital-strategy.ec.europa.
eu/en/policies/ai-pact, hdmtad den 10 november 2025.
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behandla dem ogynnsamt i sociala sammanhang som saknar koppling till dem eller
pa ett omotiverat eller oproportionerligt satt. Artikel 5 d forbjuder anvandning av
ett "Al-system for riskbeddmningar av fysiska personer i syfte att bedéma eller férutse
risken for att en fysisk person begar ett brott, uteslutande grundat pa profileringen
av en fysisk person eller pa en bedémning av deras personlighetsdrag och egen-
skaper”. Artikel 5 e forbjuder system for ansiktsigenkadnning som bygger pa skrapning
av internet eller CCTV-bilder.

Artikel 5 f forbjuder kansloigenkdanning pa arbetsplatsen och vid utbildnings-
institutioner. Enligt artikel 5 g och h ar "anvdandning av system for biometrisk
kategorisering som kategoriserar fysiska personer individuellt pa grundval av deras
biometriska uppgifter for att hdrleda eller dra slutsatser om en persons ras, politiska
asikter, medlemskap i fackforening, religiosa eller filosofiska 6vertygelse, sexualliv
eller sexuella laggning” forbjuden, liksom "anvandning av system for biometrisk
fiarridentifiering i realtid pa allmant tillgangliga platser for brottsbekampande
andamal’, savida det inte ar absolut nédvandigt.

Dessa forbud tar itu med viktiga risker for algoritmisk diskriminering genom
ett generellt forbud. Kritiker har dock pekat pa betydande kryphal i de breda
undantag som beviljas polis och brottsbekdmpande myndigheter, sarskilt nar det
galler direkt ansiktsigenkdanning och biometrisk dvervakning i artikel 5 g och h
(Europeiska digitala rattigheter 2024). Europeiska kommissionen har utfardat riktlinjer
om férbjudna Al-metoder, som klargor tillampningsomradet for vissa bestammelser
i Al-férordningen. Riktlinjerna framstaller féljande:

Aven om ett Al-system inte ar férbjudet enligt Al-férordningen kan dess anvandning
anda vara forbjuden eller olaglig enligt annan primar eller sekundar unionsratt (t.ex.
pa grund av bristande respekt for de grundlaggande rattigheterna i ett visst fall,
till exempel bristen pa en rattslig grund for behandling av personuppgifter enligt
dataskyddslagstiftningen, diskriminering som &r forbjuden enligt unionsratten osv.)
(Europeiska kommissionen 2025a, punkt 43).

Al-system med hog risk

| bilaga Il till Al-férordningen fértecknas s.k. hdgrisk-Al som anvands inom biometri,
kritisk infrastruktur (kritisk digital infrastruktur, vagtrafik eller vatten-, gas-, varme-
eller elférsoérjning), utbildning och yrkesutbildning, rekrytering, arbetsledning och
tillgang till egenforetagande, tillgang till och atnjutande av vasentliga privata tjdnster
och vésentliga offentliga tjanster och férmaner, brottsbekdampning, migration, asyl
och granskontroll samt rattskipning och demokratiska processer. Dessa hogrisk-
system omfattas av de specifika rattsliga krav som anges nedan. | artikel 6.3 féreskrivs
att ett Al-system som anvands inom ett omrade som &r fortecknat i bilaga Ill “[inte
ska] betraktas som ett Al-system med hog risk om det inte utgor en betydande
risk for skada pa fysiska personers halsa, sdkerhet eller grundlaggande rattigheter,
inbegripet genom att det inte materiellt paverkar resultatet av beslutsfattande”.
Dessa inbegriper system som "utfér en snadv processuell uppgift,” eller en rent "férbe-
redande uppgift” och system som ar "avsedda att forbattra resultatet av en tidigare
slutford mansklig verksamhet,” eller "att upptacka beslutsmonster eller avvikelser fran
tidigare beslutsmonster och [dr] inte avsedda att ersatta eller paverka tidigare slutford
mansklig bedémning, utan ordentlig mansklig granskning”. Denna bestammelse
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kan komma att utesluta ett eventuellt stort antal Al-system som anvands i hogrisk-
omraden fran tillampningsomradet for artikel 6 och skulle kunna missbrukas for
att undvika att uppfylla kraven i Al-férordningen for hogrisksystem (se avsnitt 2.5).
Sadana system ar dock fortfarande foremal for vissa skyldigheter: leverantérer som
anser att ett Al-system inte utgor en hog risk maste anda utarbeta dokumentation for
bedémningen innan systemet slapps ut pa marknaden eller tas i bruk och maste pa
begaran tillhandahalla denna dokumentation till nationella behériga myndigheter.
De maste ocksa registrera ett sadant Al-system i den EU-databas som foreskrivs i
artikel 71 i Al-férordningen.

Al-modeller for allmdnna andamal

Al-modeller for allmdnna @ndamal (GPAI), som i artikel 3.63 definieras som Al-modeller
"som uppvisar betydande generalitet och pa ett kompetent sétt kan utfora ett brett
spektrum av specifika distinkta oavsett hur [modellerna] slapps ut pa marknaden
och som kan integreras i en rad system eller tillampningar i efterféljande led”, ar
foremal for sarskilda bestammelser i artikel 53 i Al-férordningen. Leverantdrerna
ska utarbeta och framldgga teknisk dokumentation och bruksanvisningar, folja EU:s
upphovsrittslagstiftning och publicera en sammanstallning av de uppgifter som
anvands i utbildningssyfte. Al-modeller for allmdnna dandamal av en viss kapacitet
och omfattning klassificeras som en "systemrisk” enligt artikel 51 i Al-férordningen
och omfattas av ytterligare krav enligt artikel 55 i Al-férordningen. Leverantorer
av sadana system maste bland annat genomféra modellutvarderingar och kontra-
diktoriska tester samt 6vervaka och rapportera allvarliga incidenter. Nar Al-modeller
for allmanna andamal ar integrerade i ett Al-system omfattas systemet dessutom
av de rattsliga krav som galler for dess riskkategori (oacceptabel, hdg, begransad
eller minimal).

Al-system med begransade risker

Applikationer som innebar mer begransade risker omfattas daremot endast av
krav pa transparens. Till exempel maste distributérer av chattbottar informera
anvandarna om att de interagerar med ett Al-system och distributorer av Al-
modeller for allmdnna andamal som producerar text, bilder, videor eller ljud
maste markera utdata som artificiellt genererad enligt artikel 50 i Al-férordningen.
De aterstaende Al-applikationerna anses endast medféra minimala risker elleringa
risker alls och ar oreglerade.

Tidslinje for efterlevnad

Al-férordningen ar en forordning, vilket innebar att det inte kravs ndgot inférlivande
fran medlemsstaternas sida: bestammelserna ar direkt tillampliga. Med detta sagt
finns det ett antal milstolpar som dr nédvandiga for att lagen ska kunna tradaii kraft.
Forbud mot anvandningsomraden enligt artikel 5 tradde i kraft i februari 2025 och
kommissionen har utfdrdat vagledning om dessa férbud (Europeiska kommissionen
2025a). Under 2025 publicerade EU:s Al-byrd en uppférandekod fér Al-modeller for
allmdnna andamal, inbegripet de som utgor systemrisker (Europeiska kommissionen
2025b), och férvantas ta fram riktlinjer for klassificering av Al-system som hog risk
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och en mall fér konsekvensbedémningar avseende grundlaggande rattigheter
for Al-system med hog risk (se avsnittet om konsekvensbedémningar avseende
grundlaggande rattigheter nedan). | augusti 2025 bor medlemsstaterna ha utsett
de nationella behériga myndigheter (minst en anmalande myndighet och minst
en marknadskontrollmyndighet) som har till uppgift att overvaka det nationella
genomforandet av Al-férordningen. Ar 2026 bér EU:s Al-byra besluta om de tekniska
standarder som utarbetats av EU:s standardiseringsorgan, Europeiska standardise-
ringskommittén (CEN) och Europeiska kommittén for elektroteknisk standardisering
(Cenelec), avseende riskhanteringssystem och forebyggande av systematiska fel i
Al-system med hog risk (se avsnittet om CEN-Cenelec nedan). Slutligen bor reglerna
om hogrisksystem trada i kraft i augusti 2026, eller i augusti 2027 for Al-system som
anvands som produkter, eller sakerhetskomponenter dadrav, som maste genomga
en tredjepartsbeddmning av 6verensstammelse enligt den harmoniseringslag-
stiftning som avses i bilaga | till Al-férordningen. For Al-system med hog risk som
redan har slappts ut pa marknaden eller tagits i bruk senast i augusti 2026 och som
arforemal for "betydande dndringar i sitt utférande”eller som &r avsedda att anvan-
das av offentliga myndigheter, maste leverantorerna och tillhandahallarna vidta
nédvandiga atgarder for att uppfylla kraven och skyldigheterna i Al-férordningen
senast i augusti 2030 (artikel 111.2). Alla dessa steg kommer att forma medlems-
staternas formaga att forebygga och atgarda algoritmisk diskriminering.

Styrning av data

Vissa bestdammelser i Al-férordningen ar direkt relevanta for bekdmpningen av
algoritmisk diskriminering, sarskilt eftersom de innehaller sarskilda krav for hog-
risksystem. | artikel 10 om “data och dataférvaltning” faststalls kvalitetskriterier for
utbildning, validering och testning av de hogrisksystem som ar fortecknade i bilaga
1. Det faststalls sarskilt i artikel 10.2 f och g att leverantorer av Al- och ADM-system
ska genomfora en “undersokning med avseende pa eventuella biaser som sannolikt
kommer att paverka manniskors hélsa och sdkerhet, inverka negativt pa grundlag-
gande rattigheter eller leda till diskriminering som ar forbjuden enligt unionsratten,
sarskilt nar utdata paverkar indata for framtida verksamhet” och vidta “lampliga
atgarder for att upptacka, forebygga och begrdnsa eventuella biaser som identifierats
enligt led f". For dessa dndamal kan de sarskilda kategorierna av personuppgifter,
som GDPR och Al-férordningen i allmdnhet forbjuder att anvdanda, behandlas med
stdd av undantaget som anges i artikel 10.5:
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I den utstrackning det ar absolut nédvéandigt for att sékerstalla upptackt och korrigering
av bias i samband med ... Al-system med hdg risk [och under vissa forutsattningar''],
far leverantorerna av saddana system undantagsvis behandla sérskilda kategorier av
personuppgifter, med forbehall for [ampliga skyddsatgarder for fysiska personers
grundldggande rattigheter och friheter.

Detta undantag kan vara anvandbart for att identifiera algoritmisk diskriminering,
men det omfattar inte system med lag risk.

Riskhanteringssystem

Enligt artikel 9 i Al-férordningen ska leverantorer av Al-system med hog risk infora
ett riskhanteringssystem. Det faststalls att “[e]tt riskhanteringssystem ska inrdttas,
genomforas, dokumenteras och underhallas for Al-system med hog risk” och att
riskhantering maste forstds som “en kontinuerlig iterativ process som planeras och
I6per under hela livscykeln”. Leverantdrerna uppmanas sarskilt att identifiera och
analysera "de kdnda och rimligen forutsebara risker som Al-systemet med hdg risk
kan medfora for hdlsa, sdkerhet och grundldaggande rattigheter nar Al-systemet
med hog risk anvands i enlighet med sitt avsedda andamal”. De maste beddéma och
utvdrdera "de risker som kan uppsta nar Al-systemet med hog risk anvands i enlighet
med sitt avsedda andamal och under férhallanden dar det kan forekomma rimligen
forutsebar felaktig anvandning’, liksom “andra risker som eventuellt kan uppsta pa
grundval av en analys av data som samlats in fran det system for évervakning efter
utslappande pa marknaden som avses i artikel 72" Slutligen maste de vidta “lampliga
och riktade riskhanteringsatgarder utformade for att hantera de risker som identi-
fierats” Dessa skyldigheter implementeras med hjalp av tekniska standarder som
utarbetas av CEN-Cenelec. Den riskhanteringsstandard som kommer att utfardas
av CEN-Cenelec blir darfor ett viktigt verktyg for att hantera risker och hot mot de
grundlaggande rattigheterna, inklusive férebyggande av - och skydd mot - algoritmisk
diskriminering. Aven om det inte &r obligatoriskt kommer efterlevnad av standarder
att leda till en presumtion om &verensstammelse for hogrisksystem enligt artikel
40 i forordningen, och branschen kommer darfér uppmuntras att folja dessa stan-
darder. Det ar dock viktigt att ndmna att denna presumtion om dverensstammelse
uteslutande ar begransad till kraven i Al-férordningen for Al-system med hdg risk

11. Villkor géller: "(a) upptéckt och korrigering av bias kan inte utforas effektivt genom behandling av
andra uppgifter, inbegripet syntetiska eller anonymiserade uppgifter, (b) de sarskilda kategorierna
av personuppgifter omfattas av tekniska begransningar for vidareutnyttjande av personuppgifter
samt sakerhetsatgarder och integritetsbevarande atgarder pa en niva som motsvarar den senaste
utvecklingen, inbegripet pseudonymisering, (c) de sérskilda kategorierna av personuppgifter
omfattas av atgarder for att sékerstélla att de personuppgifter som behandlas ar sakra, skyddade,
omfattas av lampliga skyddsétgarder, inbegripet strikta kontroller och dokumentation av atkomst,
for att undvika missbruk och sékerstélla att endast personer som ar behériga har tillgang till
dessa personuppgifter med léampliga konfidentialitetsskyldigheter, (d) de sarskilda kategorierna
av personuppgifter far inte Gversandas, verforas eller pa annat satt goras tillgangliga for andra
parter, (e) de sarskilda kategorierna av personuppgifter raderas nar biasen har korrigerats eller
personuppgifternas lagringstid har [6pt ut, beroende pa vilket som intraffar forst, (f) registren 6ver
behandling enligt férordningarna (EU) 2016/679 och (EU) 2018/1725 och direktiv (EU) 2016/680
innehaller skalen till varfor behandlingen av sarskilda kategorier av personuppgifter var absolut
nodvandig for att upptacka och korrigera biaser och varfor detta mal inte kunde uppnas genom
behandling av andra uppgifter.”
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och inte omfattar EU:s lagstiftning om grundlaggande rattigheter eller lagstiftning
mot diskriminering.

Ovriga krav

Dessa bestammelser kompletteras av flera stodskyldigheter for leverantorer av
Al-system med hog risk, till exempel artikel 11 om teknisk dokumentation, artikel 12
om loggning, artikel 13 om transparens, artikel 14 om mansklig kontroll, artikel 15 om
riktighet, robusthet och cybersakerhet samt artikel 17 om kvalitetsstyrningssystem.
| artikel 15.4 kravs t.ex. att leverantorer av hogrisksystem “som fortsatter att ldra sig
efter det att de har sldppts ut pa marknaden eller tagits i bruk ... ska utvecklas pa ett
sadant satt att risken for att eventuella biaser i utdata paverkar indata fér framtida
drift (dterforing) elimineras eller minskas sa mycket som maojligt och... det sdkerstalls
att sadan aterfoéring hanteras pa vederborligt satt med lampliga kompenserande
atgarder”. Dessa skyldigheter kan gora det lattare att tillampa befintliga bestammelser
om férbud mot diskriminering.

EU-databas

Artikel 49.1 och 49.2 kraver att leverantorer registrerar Al-system i den EU-databas
som avses i artikel 71 i lagen. Dessutom krdvs det enligt artikel 49.3 att "tillhanda-
hallare som ar offentliga myndigheter, unionens institutioner, byraer eller organ eller
personer som agerar pa deras vagnar, registrera sig, vélja systemet och registrera dess
anvandning” Om Al-system anvands inom brottsbekdampning, migration, asyl och
granskontroll maste registreringen goras i en icke-offentlig del av EU-databasen som
endast EU-kommissionen och nationella myndigheter har tillgdng till. Enligt artikel
71 ska resten av databasen vara "allmant tillganglig pa ett anvandarvanligt satt”
Detta offentliga register kommer att underldtta utredningar av diskriminerande
effekter av Al- och ADM-system, inklusive de som anvdnds av offentliga férvaltningar,
samt potentiella brottsoffers uppgqift att faststalla tillrackliga bevis for diskriminering.
Aven om det 4r en bra utgdngspunkt ricker det dock inte med offentlig registrering
i en EU-omfattande databas for att utmana diskriminerande anvandning av Al- och
ADM-system. Dessutom har civilsamhallesorganisationer (CSO:er) uttryckt oro 6ver
att allmanheten inte har tillgéng till information om brottsbekdmpning, migration,
asyl och granskontroll som finns i det offentliga registret (Access Now 2024).

Konsekvensbedomning av grundldaggande rattigheter

| artikel 27 foreskrivs att vissa anvandare - fraimst anvandare som &r organ som styrs
av offentlig ratt, eller privata enheter som tillhandahaller offentliga tjanster, men
aven anvdndare av Al-system som &r avsedda att anvandas for att beddma fysiska
personers kreditvdrdighet eller faststélla deras kreditvardighet, och Al-system som
aravsedda att anvandas for riskbedémning och prisséttning i férhallande till fysiska
personer nar det galler liv- och sjukforsakring — maste genomféra en konsekvens-
beddmning avseende grundldaggande rattigheter (FRIA) innan de anvander Al-system
med hog risk. Dessa bestar av en beskrivning av anvandarens processer, den tids-
period under vilken och den frekvens med vilken Al-systemet &r téankt att anvandas, de
kategorier av fysiska personer och grupper som sannolikt paverkas av anvandningen
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av Al-systemet i det specifika sammanhanget, de specifika riskerna fér skada som
sannolikt paverkar dessa grupper, manskliga tillsynsatgarder som vidtagits och hur
dessa risker hanteras, inklusive genom intern styrning och klagomalsmekanismer.
FRIA ska ldamnas in till marknadstillsynsmyndigheterna och en sammanfattning ska
registreras i EU-databasen (bilaga IV, avsnitt C, punkt 4). Tillgang till FRIA gor det
enklare fér individer och likabehandlingsorgan att utmana diskriminerande Al- och
ADM-system. Dessutom, i enlighet med skal 96:

tillhandahallare av Al-system med hdg risk, sarskilt ndr Al-system anvands i den offent-
liga sektorn, involvera relevanta berérda parter, inbegripet foretradare for grupper av
personer som sannolikt kommer att paverkas av Al-systemet, oberoende experter och
organisationer i det civila samhallet i genomférandet av sddana konsekvensbedémningar
och utformningen av atgarder som ska vidtas om riskerna férverkligas

FRIA kompletteras av artikel 60, som faststaller ett ramverk inom vilket leverantorer
(med eller utan anvandare) kan testa Al-system med hog risk under verkliga forhal-
landen. Aven om allvarliga incidenter maste rapporteras till den nationella mark-
nadskontrollmyndigheten (artiklarna 60.7 och 73) och omedelbart atgdrdas genom
begransningsatgarder, dr det oklart i vilken utstrackning relevanta intressenter, t.ex.
likabehandlingsorgan, kan fa tillgang till testresultat och begransningsatgarder, vilket
kan péverkas av det nationella sammanhanget. A ena sidan foreskrivs i artikel 71.4
att "[d]en information [om testning] som registreras i enlighet med artikel 60 ska vara
tillganglig endast for marknadskontrollmyndigheter och kommissionen, savida inte
den potentiella leverantéren eller leverantdren har gett sitt samtycke till att denna
information ocksa gors tillganglig for allmanheten”. | sjdlva verket undantas den
testinformation som registrerats enligt artikel 60.4 c fran kraven pa tillganglighet
och offentlighet. A andra sidan anges foljande i artikel 77.1:

Nationella offentliga myndigheter eller organ som utévar tillsyn éver eller kontrollerar
efterlevnaden av skyldigheter enligt unionsratt om skydd av grundldggande réttigheter,
inbegripet ratten till icke-diskriminering, i samband med anvdndningen av Al-system
med hog risk som avses i bilaga Ill, ska ha befogenhet att begdira och fa dtkomst till all
dokumentation som skapas eller upprdtthdlls enligt denna férordning pa ett sprak och i
ettformat som &r lattillgangligt nar dtkomst till sddan dokumentation &r nédvandig for
att effektivt fullgéra sina mandat inom ramen for deras jurisdiktion. (var kursivering).

Myndigheter som skyddar grundldggande rattigheter
(organ enligt artikel 77)

Faktum &r att artikel 77 i Al-férordningen om “"Myndigheters befogenheter att
skydda grundlaggande rattigheter” ar sarskilt viktig eftersom den faststéller ramen
for verkstallighet. Som forklarats ovan ger artikel 77.1 tillsynsmyndigheter for
grundlaggande rattigheter som utsetts av medlemsstaterna befogenhet att vid
behov begdra och fa tillgang till all dokumentation som skapats eller uppratthallits
enligt Al-férordningen. Darigenom ges en rad myndigheter som skyddar de grund-
ldggande rdttigheterna ratt att fa tillgang till dokumentation som upprattats enligt
Al-forordningen, till exempel riskhanteringsplaner, konsekvensbedémningar eller
annan dokumentation som ar nédvandig for att de ska kunna fullgéra sitt uppdrag
pa ett effektivt satt. EU-kommissionen har utfardat en bred tolkning av listan 6ver
relevanta myndigheter. Den dr inte begrénsad till organ som vanligtvis uppfattas som
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manniskorattsstrukturer, till exempel likabehandlingsorgan, nationella institutioner
for manskliga rattigheter och ombudspersoner, utan omfattar dven dataskyddsmyn-
digheter, konsumentskyddsmyndigheter, barnskyddsmyndigheter, arbetsrattsliga
myndigheter, tillsynsmyndigheter for media och myndigheter som ansvarar for att
sakerstalla valintegritet. Myndigheter som beviljas tilltradesratt enligt artikel 77
maste antingen overvaka eller verkstalla relevant unionslagstiftning (eller bada).
Kommissionen anser att artikel 77 inte dr avsedd att omfatta nationella domstolar
eller andra rattsinstanser som agerar i egenskap av domstolar, vilka redan har
tilltradesratt enligt artikel 47 i EU:s stadga om de grundlaggande rattigheterna.
De nationella offentliga myndigheter eller organ som avses i artikel 77.1 ska till-
kdnnages offentligt och anmalas till Europeiska kommissionen av medlemsstaterna.
Med tanke pa de nya befogenheter som anfortrotts likabehandlingsorganen (se
avsnittet om likabehandlingsorganens roll nedan) kan dessa institutioner komma
att spela en viktig roll ndr det gdller att genomdriva Al-férordningen i forhallande
till algoritmisk diskriminering.

| artikel 77.3 foreskrivs dessutom foljande:

Om den dokumentation som avses i punkt 1 ar otillracklig for att faststalla huruvida ett
asidosattande av skyldigheter enligt unionsratt om skydd av grundlaggande réttigheter
har gt rum, far den offentliga myndighet eller det offentliga organ som avses i punkt 1
lamna en motiverad begaran till marknadskontrollmyndigheten om organisering av test-
ning av Al-systemet med hdg risk genom tekniska medel. Marknadskontrollmyndigheten
ska organisera testningen med ndra medverkan av den begdrande offentliga myndig-
heten eller det begarande offentliga organet inom rimlig tid efter begéran.

Dessutom foreskrivs i artikel 73.7 i Al-forordningen att utsedda nationella
myndigheter som skyddar grundldaggande rattigheter ska informeras av en marknads-
kontrollmyndighet som har mottagit en anmalan om en allvarlig incident, inklusive
diskriminering, i samband med ett Al-system med hdg risk. Enligt artikel 79.2
ska dessa myndigheter informeras av en marknadskontrollmyndighet, som ska
samarbeta med dem till fullo, om den senare identifierar en risk for de grundlaggande
rattigheterna, inbegripet diskriminering, i samband med ett Al-system som utgor
en risk. De berdrda operatorerna maste ocksa samarbeta med dem vid behov.
Enligt artikel 82.1 ska nationella myndigheter som skyddar grundldggande rattigheter
radfragas av en marknadskontrollmyndighet som konstaterar att ett Al-system med
hog risk som uppfyller kraven utgor en risk for grundldaggande rattigheter, inbegripet
diskriminering, om den berérda grundldaggande rattigheten ar relevant for en sddan
myndighets eller ett sddant organs uppdrag.

Al-ansvar

Ar 2022 foreslog EU-kommissionen ett sérskilt Al-ansvarsdirektiv som syftade till
att undanrgja viktiga hinder for tillgang till rattslig provning i samband med Al.
Det foreslogs att ansvarsreglerna skulle harmoniseras i hela EU for civilrattsliga
skadestandsansprak for skador orsakade av artificiell intelligens som inte grundar
sig pa avtalsbrott. Det foreslagna direktivet drogs dock tillbaka 2025, vilket gor det
annu mer angeldget att ta itu med frdgor om Al-ansvar pa nationell och europeisk
niva, inklusive med andra metoder. | utkastet till Al-ansvarsdirektivet erkdndes att
"Al:s specifika egenskaper ... utgor ett problem for befintliga ansvarsregler” och det
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foreslogs att “latta bevisbordan pa ett mycket malinriktat och proportionerligt satt
genom anvandning av offentliggérande och motbevisbara presumtioner” for att
underlatta tillgangen till rattslig prévning i fall av skador som orsakats av Al, inklusive
algoritmisk diskriminering (EU-kommissionen 2022a). | artikel 3 i det tillbakadragna
forslaget anges att en domstol kan aldgga leverantorer eller anvandare av Al-system
med hdg risk som misstanks ha orsakat skada att [amna ut bevis nar sa kravs i
rattsliga forfaranden. Om en begaran om att lamna ut eller bevara bevis inte hade
foljts hade det lett till en motbevisbar presumtion om att svaranden inte hade foljt
begdran. | motiveringen till artikel 4 i det tillbakadragna férslaget medgavs att “[d]
et kan vara svart for malsagande att faststalla ett orsakssamband mellan bristande
efterlevnad och den utdata fran ett Al-system som gav upphov till en viss skada’,
till exempel diskriminering (ibid). Ett dsidosattande av en aktsamhetsplikt enligt
Al-férordningen eller andra EU-regler skulle saledes anses utgora ett fel och hade
utldst en motbevisbar presumtion om ett orsakssamband mellan skadan och felet.
Om t.ex. leverantdren av ett Al-system med hog risk inte hade infort ett riskhante-
ringssystem enligt Al-férordningen, hade en domstol rimligen kunnat anta att det
fanns ett orsakssamband mellan detta dsidosattande av aktsamhetsplikten och den
skada som systemet orsakade, till exempel diskriminering. Dessa regler hade kunnat
underlatta faststallandet av ett prima facie-fall av algoritmisk diskriminering i dom-
stol ddr svaranden inte hade uppfyllt sina skyldigheter enligt Al-férordningen. Tre
villkor skulle dock ha behovt uppfyllas: malsdgaren hade behovt visa att det forelag
ett brott mot aktsamhetsplikten, det hade ocksa behévt vara rimligt sannolikt att ett
sadant fel eller brott hade paverkat Al-systemets skadliga utdata och malsagaren
hade behovt visa att Al-systemets utdata gav upphov till skadan. For enskilda offer av
diskriminering hade det redan inneburit betydande hinder att faststalla dessa faktorer.
Darfor ar det avgorande att 6vervdga att anpassa befintliga regler om presumtioner
om diskriminering och omvénd bevisborda i samband med Al- och ADM-system.

Annan EU-lagstiftning och andra riktlinjer

Andra delar av lagstiftningen kan anvandas for att ta itu med algoritmisk diskrimine-
ring pa EU-niva. Exempelvis omfattar artikel 34 i férordningen om digitala tjanster,
som galler riskbedémning av leverantorer av mycket stora onlineplattformar och
av mycket stora onlinesékmotorer, risker for diskriminering (Europeiska unionen
2022). Detsamma galler artikel 35 om begrénsningen av dessa risker.’> Dessutom
har EU-kommissionen nyligen inlett ett offentligt samrad om rattsakten om digital
rattvisa, som syftar till att starka skyddet och den digitala rattvisan for konsumenter.

EU har ocksa antagit viktiga policyer om styrning av Al- och ADM-system som kan
anvdandas av likabehandlingsorgan, till exempel fér att ge policyrekommenda-
tioner till beslutsfattare eller 6ka medvetenheten. Den europeiska forklaringen
om digitala rattigheter och principer for det digitala decenniet som antogs 2022

12. Om hur likabehandlingsorgan kan ta itu med Al-driven diskriminering pa natet, inklusive hets mot
folkgrupp, se till exempel: Equinet (2018), "Extending the agenda. Equality bodies addressing hate
speech’, som finns pa: https://equineteurope.org/extending-the-agenda-equality-bodies-addres-
sing-hate-speech, hdmtad den 7 november 2025; Facing Facts Network/CEJI (2022), "Current activities
and gaps in hate speech responses: a mapping report for the Facing Facts Network’, som finns pa:
www.facingfacts.eu/hate-speech-report/, hdmtad den 7 november 2025.
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innehaller till exempel en forklaring om digitala rattigheter (EU-kommissionen
2022b). Deklarationen uttrycker ett atagande om att “sdkerstalla att algoritmiska
system baseras pa lampliga datauppsattningar for att undvika olaglig diskrimine-
ring och mojliggoéra mansklig 6vervakning av resultat som paverkar manniskor”.
EU-kommissionens vitbok fran 2020 behandlar ocksa algoritmisk diskriminering.

1.4.2. Instrument for att motverka diskriminering

Aven om Al-specifika regler &r viktiga nya verktyg fér likabehandlingsorgan och
andra organisationer som bekampar diskriminering blir det avgérande att tillampa
lagstiftning mot diskriminering och dataskyddslagstiftningen tillsammans med dessa
nya bestaimmelser for att ta itu med algoritmisk diskriminering. Al-specifika rattsliga
ramverk kompletterar, men ersatter inte pa nagot satt, jamlikhetslagstiftningen.
Al-férordningens krav pa Al-system med hdg risk innebar i synnerhet en uppsattning
tekniska skyddsatgarder som stoder — men inte kan sakerstélla — efterlevnad av lag-
stiftning mot diskriminering. | detta sammanhang kommer likabehandlingsorganen
att spela en viktig roll nar det géller att tillampa befintliga ramar for jamlikhetslag-
stiftning pa algoritmisk diskriminering. De kan till exempel ge valgrundade rad om
den konkreta tillampningen av reglerna om presumtioner om diskriminering och
omvdnd bevisborda vid informationsasymmetrier. De kan ocksa spela en viktig roll
nar det galler rattsliga definitioner av algoritmiska skador i form av direkt, indirekt
och intersektionell diskriminering, eller ge rad vid fragor om till exempel hur man
tillampar undantag och objektiva motiveringar i detta sammanhang.

Europaradet

Pa Europarddets niva finns flera instrument som forbjuder diskriminering och som
ar tillampliga pa algoritmisk diskriminering.

Viktigast av allt &r att artikel 14 i Europeiska konventionen om skydd fér de manskliga
rattigheterna, som innehaller ett férbud mot diskriminering, anger att “[a]tnjutandet
av de fri- och rattigheter som anges i denna konvention ska sakerstallas utan dis-
kriminering pa nagon grund, till exempel kon, ras, hudfarg, sprak, religion, politisk
ellerannan asikt, nationellt eller socialt ursprung, tillhorighet till nationell minoritet,
formogenhet, bord eller stallning i 6vrigt”. Denna icke uttdmmande lista 6ver for-
bjudna former av diskriminering kan anvandas for att hantera de diskriminerande
effekterna av Al- och ADM-system ndr ndgon av de grundldggande rattigheter som
anges i konventionen har overtratts.

Detta kompletteras av artikel 1.1 i protokoll 12 till konventionen, som innehaller ett
fristdende forbud mot diskriminering: “Atnjutandet av varje rittighet som anges i
lag skall sékerstéllas utan diskriminering pa nagon grund, sdsom kon, ras, hudférg,
sprak, religion, politisk eller annan asikt, nationellt eller socialt ursprung, tillhérighet
till nationell minoritet, férmodgenhet, bord eller stallning i 6vrigt” Dessutom anges
i artikel 1.2 att "[ilngen skall bli diskriminerad av en offentlig myndighet pa nagon
grund sasom dem som namnts under punkt 1" Detta férbud mot diskriminering
galler — oavsett om nagon annan grundlaggande réttighet kranks — for offentliga
forvaltningar som anvander diskriminerande Al- och ADM-system i ldnder som har
ratificerat protokoll 12. Detta ramverk mot diskriminering kompletteras, i fraga om
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arbete, av artikel 20 i Europeiska sociala stadgan om ratten till lika mojligheter och
likabehandling i fragor som ror anstéllning och yrkesutévning utan diskriminering
pa grund av kon.

Andra relevanta instrument inbegriper konventionen om férebyggande och bekdmp-
ning av vald mot kvinnor och av vald i hemmet (Istanbulkonventionen) som i artikel
1.1 b syftar till att "bidra till att avskaffa alla former av diskriminering av kvinnor och
att framja faktisk jamstalldhet mellan kvinnor och mén, bland annat genom att stérka
kvinnors stallning” och som tolkar vald mot kvinnor som “en krankning av manskliga
rattigheter och en form av diskriminering av kvinnor”. | artikel 4 i ramkonventionen for
skydd av nationella minoriteter anges att “all diskriminering pa grund av tillhérighet
till en nationell minoritet ska vara forbjuden” och detta omfattar “diskriminering,
fientlighet eller vald pa grund av [en persons] etniska, kulturella, sprakliga eller reli-
gitsa identitet” (artikel 6). Parallellt med detta skyddar artikel 7.2 i den europeiska
stadgan om landsdels- eller minoritetssprak personer mot diskriminering pa grund
av "anvandningen av ett landsdels- eller minoritetssprak”

Utover dessa grundlaggande instrument kan andra viktiga dokument anvandas
for att bekampa algoritmisk diskriminering. Till exempel erkdanner Europaradets
jamstalldhetsstrategi 2024-2029 "Al:s sarskilda inverkan pa jamstalldhet och kvinnors
rattigheter” och uppmanar "medlemsstaterna [att] ta itu med algoritmisk kdnsbaserad
och intersektionell diskriminering genom manniskorattsbaserade och mangfacette-
rade jamstalldhets- och icke-diskrimineringsstrategier [och] tilldmpa nyutvecklade
standarder pa omradet artificiell intelligens och jamstalldhet” (Europaradet 2024c).
Detta skapar ett mandat for medlemsstaterna att se 6ver sin lagstiftning och atgarda
brister i forhallande till algoritmisk diskriminering.

Ministerkommitténs rekommendation CM/Rec(2019)1 till medlemsstaterna om
att forebyggande och bekdmpning av sexism erkadnner att “internet har gett en ny
dimension for uttryck och spridning av sexism, sarskilt sexistisk hatpropaganda,
till en stor publik, dven om sexismens rotter inte ligger i tekniken, utan i ihdllande
ojamlikhet mellan kénen” (Europaradet 2019b). Dar star det att "artificiell intelligens
utgor sarskilda utmaningar nar det géller jamstalldhet och kdnsstereotyper” och att
"anvandningen av algoritmer kan 6verfora och forstarka befintliga konsstereotyper
och darfor bidra till att sexism vidmakthalls” Den erkdnner Al- och ADM-systemens
roll ndr det galler att "intensifiera den granskning som kvinnors kroppar, tal och
aktivism utsatts for’, sarskilt pa natet. Rekommendationen uppmanar medlems-
staterna att "integrera ett jamstalldhetsperspektiv i all politik, alla program och all
forskning som ror artificiell intelligens for att undvika de potentiella riskerna med
teknik som vidmakthaller sexism och konsstereotyper och underséka hur artificiell
intelligens kan bidra till att minska klyftorna mellan kénen och eliminera sexism”.
Den rekommenderar att "6ka kvinnors och flickors deltagande pd informations-
och teknikomrddet” och kraver att "utformningen av datadrivna instrument och
algoritmer ... tar hansyn till kdnsbaserad dynamik”. Dessutom bor “man férbattra [t]
ransparensen kring dessa fragor och 6ka medvetenheten om den potentiella kons-
fordelningen i stordata, samt erbjuda |6sningar for att forbattra ansvarsskyldigheten”.
Sammantaget utgdér denna rekommendation ett viktigt rattsligt instrument for att
bekdampa algoritmisk diskriminering.
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Ministerkommitténs rekommendation CM/Rec(2022)17 till medlemsstaterna for
skydd av rattigheterna for kvinnor och flickor som migrerar, flyr eller séker asyl
innehaller ett avsnitt om Al, ADM och dataskydd. Rekommendationen foreskriver
att "all utformning, utveckling och tillampning av artificiell intelligens och system
for automatiserat beslutsfattande inom den offentliga eller privata sektorn eller av
tjansteleverantorer och entreprenérer bor vara icke-diskriminerande, férenlig med
principerna om integritet, transparent och ha tydliga styrmekanismer” i samband
med grans- och migrationshantering (Europaradet 2022¢). Den uppmuntrar stater
att se till att konsekvensbedémningar av manskliga rattigheter genomfors innan
Al- och ADM-system infors pa migrationsomradet. Rekommendationen kraver ocksa
att civilsamhallesorganisationer (CSO:er) involveras i diskussioner om utveckling
och anvédndning av ny teknik som paverkar migrerande, flykting- och asylsékande
kvinnor och flickor (ibid.).

Riktlinjerna fran Europaradets ministerkommitté om att sakerstalla jamlikhet och
skydda mot diskriminering och hat under covid-19-pandemin och framtida liknande
kriser innehaller flera bestammelser som tar upp den diskriminerande potential
som digitalisering, Al och kontaktsparningsteknik har for "utsatta grupper’, dven
om fokus ligger pa digital uteslutning och bristande tillgang (Europaradet 2021c).
Rekommendation CM/Rec(2022)16 om bekdampning av hatpropaganda och rekom-
mendation CM/Rec(2024)4 om bekdampning av hatbrott uppmanar medlemsstaterna
att "skydda manskliga rattigheter och grundlaggande friheter i den digitala miljon’,
understryker internetférmedlares roll och ansvar vid spridning av hatpropaganda,
betonar vikten av digitala bevis och data vid utredning av hatbrott och erkan-
ner den roll som “extremistrorelser som framst verkar genom digitala kanaler och
onlinekommunikation”spelar i hatbrott (Europaradet 2022d). Dessa rekommendatio-
ner behandlar dock inte fullt ut den roll som algoritmiska rekommendationssystem
pa sociala medier spelar ndr det géller att frimja extrem polarisering pa natet och
darmed underblasa diskriminerande stereotyper och fordomar bland anvandarna.

Europaradets konvention om skydd fér barn mot sexuell exploatering och sexuella
overgrepp (Lanzarote-konventionen) erkanner “barns saval som férovares 6kade
anvandning av informations- och kommunikationsteknik” och den digitala tek-
nikens roll nar det galler att underlatta dvergrepp mot barn (Europaradet 2007).
Ministerkommitténs rekommendation CM/Rec(2010)5 om atgarder for att bekampa
diskriminering pa grund av sexuell ldaggning eller kdnsidentitet, som antogs 2010, kan
anvandas overgripande for att ta itu med algoritmisk diskriminering, men innehaller
inte nagon bestammelse som specifikt tar upp den diskriminerande effekten av
Al- och ADM-system, aven om allt fler bevis pekar pa effekterna av dessa tekniker nar
det galler att underbladsa fordomar och uteslutning bade online och offline (Europaradet
2010). Detsamma galler befintliga instrument som férbjuder diskriminering av romer
och resandefolk, till exempel ministerkommitténs rekommendation CM/Rec(2024)1
till medlemsstaterna om jamstalldhet for romska och resande kvinnor och flickor
(Europaradet 2024d).

De allmanna policyrekommendationerna fran Europeiska kommissionen mot rasism
och intolerans ger ocksa anvandbara juridiska resurser for att hantera algoritmisk
diskriminering, sérskilt genom den féltspecifika tillimpningen av Al- och ADM-system:
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» Rekommendation nr 6 om bekdampning av spridning av rasistiskt, framlings-
fientligt och antisemitiskt material via internet kan bidra till att bekampa
rasistiskt innehall, hatpropaganda, trakasserier pa natet och extremism som
drivs av algoritmiska rekommendationssystem (Europeiska kommissionen mot
rasism och intolerans 2000).

» Rekommendation nr 7 om nationell lagstiftning for att bekdmpa rasism och
rasdiskriminering erbjuder intressanta processuella resurser for att hantera
algoritmisk diskriminering pa strukturell niva:

Lagen bor foreskriva att organisationer som féreningar, fackféreningar och andra
juridiska personer som, enligt de kriterier som faststallts i den nationella lagstiftningen,
har ett legitimt intresse av att bekdmpa rasism och rasdiskriminering, har ratt att
vdcka talan i civilmal, ingripa i forvaltningsarenden eller géra brottsanmalningar,

dven om det inte hanvisas till ett specifikt offer (Europeiska kommissionen mot
rasism och intolerans 2017: 8)

[Detta ar] viktigt for att kunna ta itu med diskrimineringsfall déar det &r svart att
identifiera ett offer eller fall som beror ett obestamt antal offer (ibid.): 22).

» Rekommendation nr 8 om bekdmpning av rasism i kampen mot terrorism
uppmanar medlemsstaterna att

sakerstalla att ingen diskriminering foljer av lagstiftning och férordningar — eller
deras genomférande - sarskilt i féljande omraden:

« Kontroller som utférs av brottsbekdmpande tjansteman i landerna och av
granskontrollpersonal.

« Administrativt frihetsberévande och haktning fore rattegang.

« Réttvis rattegang, brottmalsforfarande.

« Skydd av personuppgifter.

« Skydd av privat- och familjeliv.

« Utvisning, utlamning, deportering och principen om non-refoulement.
« Utfardande av viseringar.

« Uppehalls- och arbetstillstand samt familjeaterforening.

« Forvarv och aterkallande av medborgarskap.

(Europeiska kommissionen mot rasism och intolerans 2004).

Eftersom Al- och ADM-system i allt hogre grad anvands inom dessa omraden,
sarskilt for att underlatta brottsbekdmpning, utgér rekommendationen ett
anvandbart ramverk for att hantera deras diskriminerande potential, aven om
den i sig inte direkt tar upp dessa tekniker.

» Rekommendation nr 10 om bekdmpning av rasism och rasdiskriminering i och
genom skolundervisningen galler dven ndr Al- och ADM-system anvands, t.ex.
i urvalsprocesser (Europeiska kommissionen mot rasism och intolerans 2006).
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» Rekommendation nr 11 om bekdampning av rasism och rasdiskriminering inom
polisvasendet, en sektor dar Al- och ADM-system anvands genom t.ex. teknik
for ansiktsigenkanning och ansiktsmatchning, men aven brottsférutsagelse-
och Overvakningssystem, ar relevant (Europeiska kommissionen mot rasism
och intolerans 2007).

» Rekommendation nr 14 om bekdampning av rasism och rasdiskriminering i
arbetslivet ger anvandbara riktlinjer pa ett omrade dér verktyg fér cv-granskning
och anstallningsstdd anvands i allt storre utstrackning (Europeiska kommis-
sionen mot rasism och intolerans 2012).

» Rekommendation nr 15 om bekd@mpning av hatpropaganda kraver att
medlemslanderna “sakerstaller att omfattningen av brott [relaterade till
hatpropaganda] definieras pa ett satt som tilldter deras tillampning att halla
jamna steg med den tekniska utvecklingen” (Europeiska kommissionen mot
rasism och intolerans 2015).

Detta ramverk kompletteras av andra rekommendationer som fokuserar pa specifika
former av diskriminering, till exempel rasism, framlingsfientlighet, antiziganism,
antisemitism, hat mot muslimer samt diskriminering av migranter som vistas olagligt
i landet och av homosexuella, bisexuella, transpersoner och intersexuella personer
(Hbti)."

Europeiska unionen

Pa& EU-niva garanteras principerna om icke-diskriminering och jamstalldhet i artikel
2 i EU-fordraget om EU:s varden och artikel 3 i EU-férdraget om den inre markna-
den, samt i artiklarna 8 och 10 i férdraget om Europeiska unionens funktionssatt
(EUF-fordraget) om integrering av jamstalldhet och icke-diskriminering, artikel 19
i EUF-fordraget som ger EU mandat att anta lagstiftning mot diskriminering och
artikel 157 i EUF-fordraget om lika I6n. Artikel 21.1 i EU:s stadga om de grundldggande
rattigheterna foreskriver att “[a]ll diskriminering pa grund av kon, ras, hudfarg,
etniskt eller socialt ursprung, genetiska sardrag, sprak, religion eller 6vertygelse,
politisk eller annan dskadning, tillhérighet till nationell minoritet, férmdgenhet,
bord, funktionshinder, alder eller sexuell laggning ska vara forbjuden”. Artikel 23 i
stadgan garanterar att "jamstalldhet mellan kvinnor och man maste sakerstallas pa
alla omraden, inklusive rekrytering, arbete och 16n".

Flera direktiv skapar ett finmaskigt nat av regler mot diskriminering, bland annat:

» Direktiv 2000/43/EG om genomférandet av principen om likabehandling
av personer oavsett deras ras eller etniska ursprung.

» Direktiv 2000/78/EG om inrattande av en allman ram for likabehandling
i arbetslivet.

» Direktiv 2004/113/EG om genomfdrande av principen om likabehandling

av kvinnor och méan nér det galler tillgang till och tillhandahallande av varor
och tjanster.

13. Seallarekommendationer pa: www.coe.int/en/web/european-commission-against-racism-and-in-
tolerance/ecri-standards, hamtat den 9 november 2025.
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» Direktiv 2006/54/EG om genomférandet av principen om lika mojligheter och
likabehandling av kvinnor och mén i arbetslivet (omarbetning).

» Direktiv2010/41/EG om tillampning av principen om likabehandling av kvinnor
och man som &r egenforetagare.

» Direktiv 79/7/EEG om successivt genomforande av principen om likabehandling
av kvinnor och man i fraga om social trygghet.

Dessa ar tillampliga pa algoritmisk diskriminering forutsatt att diskriminerande Al- och
ADM-system anvands inom deras materiella tillampningsomrade. Denna omfattning
uppvisar dock brister, t.ex. nér det géller diskriminering pa grund av alder, sexuell
laggning, funktionshinder och religion eller 6vertygelse vid kdp av varor och tjdnster.

Europeiska unionens direktiv om likabehandlingsorgan

Tva direktiv har nyligen reformerat likabehandlingsorganens uppdrag. Lika-
behandlingsorganen ar viktiga aktorer i kampen mot algoritmisk diskriminering:

» Direktiv 2024/1499 om om standarder for likabehandlingsorgan pa omradet
likabehandling av personer oavsett ras eller etniskt ursprung, likabehandling
i fraga om anstélining och yrke oavsett personers religion eller 6vertygelse,
funktionshinder, alder eller sexuella laggning, likabehandling av kvinnor och
man i fraga om social trygghet och tillgang till och tillhandahallande av varor
och tjanster.

» Direktiv 2024/1500 om standarder for likabehandlingsorgan pa omradet lika-
behandling av och lika méjligheter fér kvinnor och man i fraga om anstallning
och yrke.

Senast i juni 2026 maste EU:s medlemsstater anpassa sin nationella lagstiftning till
bestdmmelserna i de tva EU-direktiven om likabehandlingsorgan. Nar det galler
automatiserade system och Al foreskriver dessa direktiv att “likabehandlingsorgan
bor utrustas med lampliga méanskliga och tekniska resurser. Dessa resurser bor sdrskilt
gora det mojligt for likabehandlingsorganen att dels anvdanda automatiserade system
i sitt arbete, dels beddma sddana system med avseende pa deras 6verensstammelse
med reglerna om icke-diskriminering.”

1.4.3. Instrument for dataskydd

Dataskyddslagar ar en annan pusselbit i lagstiftningen som likabehandlingsorgan
och andra organisationer som bekampar ojamlikhet i Europa maste tillampa for att
ta itu med algoritmisk diskriminering.

Europaradet

Pa Europaradsniva kan lagstiftningen om dataskydd utnyttjas for att hantera
algoritmisk diskriminering. Den moderniserade konventionen om skydd for enskilda
vid behandling av personuppgifter (konvention 108+), och i synnerhet artikel 6 som
begrédnsar anvandningen av sarskilda kategorier av uppgifter, uppmanar medlems-
staterna att infora “skyddsatgarder ... som skyddar mot de risker som behandling
av kansliga uppgifter kan innebdra for den registrerades intressen, rattigheter och
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grundldaggande friheter, sarskilt en risk for diskriminering” (Europaradet 2018).
Artikel 11 i ramkonventionen om Al om integritet och skydd av personuppgifter
utvidgar dessa begransningar till "verksamhet under Al-systemens livscykel”, sarskilt
genom att uppmana medlemsstaterna att sakerstadlla att "enskilda personers ratt
till integritet och deras personuppgifter ar skyddade, inbegripet genom tillampliga
inhemska och internationella lagar, standarder och ramar” och att "verkningsfulla
garantier och skyddsatgarder har inforts for enskilda personer, i enlighet med till-
lampliga inhemska och internationella rattsliga skyldigheter”. Nar konvention 108+
trader i kraft kommer den ocksa att tillampas pa omradena for nationell sakerhet
och férsvar, vilket innebar att dess tillampningsomrade ar bredare an den allménna
dataskyddsforordningens (GDPR).

Detta ramverk kompletteras av de riktlinjer om artificiell intelligens och dataskydd
som utfardades 2019 av den radgivande kommittén fér konventionen om skydd
for enskilda vid automatisk databehandling av personuppgifter (konvention 108)
(Europaradet 2019c¢). Dar betonas det att “[i] alla faser av behandlingen, inbegripet
insamling av uppgifter, bor Al-utvecklare, tillverkare och tjansteleverantorer anta en
strategi for inbyggda skydd av manskliga rattigheter och undvika alla potentiella
biaser, dven oavsiktliga eller dolda, och risken for diskriminering eller annan negativ
inverkan pa de registrerades manskliga rattigheter och grundlaggande friheter”.
Det uppmuntrar ocksa till “samarbete ... mellan tillsynsmyndigheter for dataskydd
och andra organ som har behérighet i fraga om Al, t.ex. pa féljande omraden:
konsumentskydd, konkurrens, arbete mot diskriminering, samt sektoriella regel- och
tillsynsmyndigheter och tillsynsmyndigheter for medier”.

Dessutom foreskriver riktlinjer om ansiktsigenkdnning som antogs 2021 att
"[ultnyttjandet av ansiktsigenkdanning endast for att faststalla en persons hudfarg,
religiosa Overtygelse eller andra dvertygelser, kon, ras eller etniska ursprung, alder,
hélsa eller sociala forhallanden bor forbjudas, savida inte lampliga skyddsatgarder
foreskrivs i lag for att undvika varje risk for diskriminering” (Europaradet 2021d).
Det innehaller ocksa riktlinjer for utvecklare, tillverkare och tjansteleverantorer nar
det galler datauppsattningarnas representativitet. Riktlinjerna, som grundar sina
rekommendationer pa artikel 5 i konventionen 108+ om uppgifternas riktighet,
faststaller att utvecklare, tillverkare och anvandare “maste undvika felaktig markning
och darigenom testa sina system i tillrdcklig omfattning och identifiera och eliminera
skillnader i riktighet, sarskilt ndr det géller demografiska variationer i hudfarg, alder
och kon, och pa sa satt undvika oavsiktlig diskriminering” Riktlinjerna uppmanar
ocksa de brottsbekampande myndigheterna att "nar de 6vervager att anvanda
teknik for ansiktsigenk@nning i okontrollerade miljoer ... tar hansyn till hotet mot olika
grundldaggande rattigheter, inbegripet ratten till dataskydd, integritet, yttrandefrihet,
motesfrihet och rorelsefrihet, eller férbudet mot diskriminering, beroende pa den
potentiella anvandningen pa olika platser”, sarskilt genom konsekvensbedémningar
av dataskydd.

Europeiska unionen

Pa EU-niva kan flera bestammelser i GDPR spela en viktig roll nar det galler att
motverka diskriminering i Al- och ADM-system (Europeiska unionen 2016a). Forst
och framst hindrar artikel 9 om sarskilda kategorier av personuppgifter i princip
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leverantorer och anvandare fran att anvanda sadana uppgifter som variabler (t.ex.
etiketter, ingangsvariabler, riskfaktorer) i Al- och ADM-system. Som anges ovan
tilldter dock artikel 10.5 i Al-férordningen sadan anvandning, i samspel med artikel
9.1(g) i GDPR, nér syftet ar att upptdcka och motverka algoritmisk diskriminering.
I skal 70 i Al-forordningen klargérs detta:

For att skydda andras ratt att slippa diskriminering som kan folja av bias i Al-system
bor leverantérerna undantagsvis, i den utstrackning det &r absolut nédvéandigt for att
sdkerstalla upptackt och korrigering av bias i samband med Al-system med hdg risk,
med férbehall for lampliga skyddsatgarder for fysiska personers grundlaggande rattig-
heter och friheter ... kunna behandla dven sarskilda kategorier av personuppgifter, av
hansyn till ett viktigt allmant intresse i den mening som avses i [artikel 9.2(g) i GDPR].

Enligt artikel 22 i GDPR medférs dessutom rétten att inte bli foremal for helt auto-
matiserade beslut. | synnerhet "[d]en registrerade ska ha rétt att inte bli foremal for
ett beslut som enbart grundas pa automatiserad behandling, inbegripet profilering,
vilket har rattsliga foljder for honom eller henne eller pa liknande sétt i betydande
grad paverkar honom eller henne”. Denna bestdmmelse har anvénts for att ifraga-
satta diskriminerande kreditbedémning i malen mot SCHUFA Holding och Dun &
Bradstreet Austria (se avsnitt 1.4.4.). Aven om skél 71 i GDPR ger registrerade ratt
att "fa en forklaring till det beslut som fattats efter ... bedomning”av ett fullstéandigt
ADM-system, radde det lange rattslig osakerhet kring fragan om GDPR gav ratt till en
forklaring och den eventuella karaktaren och strukturen av en sadan ratt (Wachter.
Mittelstadt och Floridi 2017; Malgieri och Comandé 2017; Selbst och Powles 2017).
Enligt GDPR har registrerade ratt att fa “information som &r nédvandig for att saker-
stalla en rattvis och transparent behandling’, artiklarna 13.2 och 14.2, bland annat
om "forekomsten av automatiserat beslutsfattande, inbegripet profilering, enligt
artikel 22.1 och 22.4 och, arvid det atminstone i dessa fall ska lamnas meningsfull
information om logiken bakom samt betydelsen och de forutsedda féljderna av sadan
behandling for den registrerade”, artiklarna 13.2 f, 14.2 g och 15.1 h. | beslutet for
Dun & Bradstreet Austria (se avsnitt 1.4.4.) bekraftade Europeiska unionens domstol
forekomsten och omfattningen av rétten till forklaring i artikel 15.1 h i GDPR, som
forutsatter tillgang till meningsfull information om hur ett beslut fattades och ger
en grund for att 6verklaga automatiserade beslut enligt artikel 22.3 i GDPR. | artikel
22.1 i GDPR anges att registrerade har ratt att “inte bli féremal for ett beslut som
enbart grundas pa automatiserad behandling, inbegripet profilering, som har rattsliga
foljder for [dem] eller pa liknande sétt i betydande grad paverkar [dem]”. Denna ratt
géller dock inte om automatiserad behandling eller profilering ér "nédvéandig for att
inga eller fullgora ett avtal mellan den registrerade och en personuppgiftsansvarige’,
eller om den registrerade har lamnat "uttryckligt samtycke” enligt artikel 22.2 a ci
GDPR. | detta fall krdvs det enligt artikel 22.3 i GDPR att den personuppgiftsansvarige
vidtar "lampliga atgarder for att skydda den registrerades rattigheter, friheter och
rattsliga intressen, atminstone ratten till personlig kontakt med den personuppgifts-
ansvarige for att kunna utrycka sin asikt och bestrida beslutet”. Den ratt till forklaring
som domstolen nyligen har faststéllt kan underlatta tillgangen till réttslig provning,
atminstone i fall av algoritmisk diskriminering baserad pa profilering eller processer
som till fullo anvander ADM.
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Pa det straffrattsliga omradet &r direktiv 2016/680 om skydd for fysiska personer
med avseende pa behdriga myndigheters behandling av personuppgifter for att
forebygga, forhindra, utreda, avsloja eller lagfora brott eller verkstalla straffrattsliga
pafoljder, och det fria flodet av sadana uppgifter, tillampligt (Europeiska unionen
2016b). Det ger mer begransade garantier som kanske inte ar tillrackliga for att
utmana algoritmisk diskriminering i dessa anvandningsomraden.

1.4.4. Rattspraxis fran Europeiska domstolen for de méanskliga
rattigheterna och Europeiska unionens domstol

Europeiska domstolen for de manskliga rattigheterna

I sitt beslut i malet Glukhin v. Russia 2023 (Glukhin mot Ryssland) bedémde Europeiska
domstolen for de ménskliga rattigheterna lagligheten i polisens anvandning av
teknik for ansiktsigenkdnning i realtid (Europeiska domstolen for de méanskliga réat-
tigheterna 2023). | det har fallet greps en person sedan han pa sina sociala medier
lagt ut foton och en video av en fredlig demonstration som han holl i Moskvas
tunnelbana, vilket polisen upptackte under rutinmassig évervakning av internet.
For att identifiera honom anvande polisen bilder fran videodvervakning med
CCTV-kameror som filmar offentliga platser kombinerat med biometriska data, i
detta fall ansiktsigenkdnningsteknik. Domstolen fann att det skett en krankning av
kadrandes yttrandefrihet enligt artikel 10 och av hans ratt till privatliv enligt artikel 8
i Europeiska domstolen for de manskliga rattigheterna. Domstolen uttalade sarskilt
"att anvandningen av en mycket integritetskrankande teknik for ansiktsigenkdnning
i samband med att kdrande utdvar sin rétt till yttrandefrihet enligt konventionen ar
oforenlig med de ideal och varderingar som praglar ett demokratiskt rattssamhalle
och som konventionen &ar avsedd att uppratthalla och framja" Genom att beakta
"svarigheten for den kdrande att styrka sina pastaenden eftersom den nationella
lagstiftningen inte foreskrev nagon officiell registrering eller anmélan av anvand-
ningen av teknik for ansiktsigenkanning’, erkdanner domstolen ocksa att bristen pa
insyn i anvandningen av sadan teknik gor det svart att lagga fram bevisning och
undanrdja dessa hinder (ibid., punkt 72).

Europeiska unionens domstol

En begdran om férhandsavgorande fran Belgien om dess breda genomférande av
EU:s direktiv om passageraruppgifter, inklusive hur automatiseringen av databehand-
lingssystemet skulle genomforas av nationella myndigheter, ledde till ett beslut i mal
C-817/19 Ligue des droits humains ASBL v. Conseil des ministres (Europeiska unionens
domstol 2022). Fallet fokuserade pa spanningen mellan automatiserad databe-
handling genom maskininlarningsalgoritmer och icke-diskriminering. Domstolen
betonade vikten av skyddsatgarder for automatiserad databehandling och forbjod
anvandning av sjalvldrande Al-algoritmer for att forhindra diskriminerande resultat.
Dessutom far de forutbestamda kriterier som anvdnds for att bedéma terroristhot
inte baseras pa "en persons ras eller etniska ursprung, politiska asikter, religion eller
filosofiska Overtygelse, medlemskap i fackforening, halsa, sexualliv eller sexuella
laggning” (ibid.).
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| sitt avgorande i malet C-634/21 SCHUFA Holding klassificerade Europeiska unionens
domstol profilering i form av riskbedémning i forhallande till krediter som en form av
ett individuellt automatiserat beslut som omfattas av artikel 22 i GDPR (Europeiska
unionens domstol 2023). Inom ramen fér den tvist som ligger till grund for detta
beslut nekades karande ett lan av ett finansinstitut pa grundval av den riskbedémning
som gjorts av SCHUFA Holding, ett tyskt kreditbedémningsforetag. Fragan var “om
faststdllandet av [ett sadant] sannolikhetsvarde ... utgor automatiserat individuellt
beslutsfattande i den mening som avses i artikel 22.1 i dataskyddsférordningen’,
med andra ord "ett beslut som enbart grundas pa automatiserad behandling, inbe-
gripet profilering, som har rattsliga foljder for den registrerade eller pa liknande satt
i betydande grad péverkar honom eller henne” (ibid.: punkt 20 och 27). Aven om den
riskpodang som SCHUFA tillhandahaller 6verfors till en tredje part, som i slutandan ar
ansvarig for att fatta avtalsbeslutet, havdade domstolen att denna tredje part "i stor
utstrackning forlitar sig pa detta varde” (ibid.: punkt 48). Domstolen féreslog ocksa
att begreppet "beslut”i artikel 22 i GDPR "ar tillrackligt brett for att omfatta resultatet
av en berakning av en persons kreditvardighet i form av ett sannolikhetsvarde avse-
ende den personens formaga att fullgora betalningsataganden i framtiden” (ibid.:
punkt 46). Om “det sannolikhetsvédrde som faststélls av ett kreditupplysningsforetag
och meddelas en bank spelar en avgérande roll fér beviljandet av kredit, maste
faststallandet av detta varde darfor i sig kvalificeras som ett beslut som i forhallande
till en registrerad har 'rattsliga féljder for honom eller henne eller pa liknande satt
i betydande grad [paverkar] honom eller henne’i den mening som avses i artikel
22.1 i GDPR” (ibid.: punkt 50). Detta ar ett viktigt beslut som ger en rattslig grund
for att ifragasatta diskriminering baserad pa profilering och andra beslut som till
overvagande del baseras pa automatiserade riskbedémningar.

Europeiska unionens domstol utvecklade ytterligare de rattsmedel som star till buds
for offer for algoritmisk diskriminering i sitt beslut i malet med Dun & Bradstreet
Austria (Europeiska unionens domstol 2025). | detta mal hade kdrande nekats ett
mobiltelefonavtal av ett 6sterrikiskt telekommunikationsféretag pa grundval av en
automatiserad kreditbedémning. Den algoritmiska riskpodang som Dun & Bradstreet,
ett foretag som specialiserat sig pa att tillhandahalla kreditbedémningar, hade
angett visade att hon inte hade tillracklig finansiell kreditvardighet for att beviljas
detta kontrakt, som skulle ha kravt en manatlig betalning pa 10 euro (ibid.: punkt 2
och 16). Kdranden vande sig till den 6sterrikiska dataskyddsmyndigheten, som dlade
kreditupplysningsforetaget att utlamna “meningsfull information om logiken bakom
det automatiserade beslutsfattandet baserat pa personuppgifter”till karanden (ibid.:
punkt 17). Under dberopande av affdrshemligheter vagrade kreditupplysningsfore-
tagetinledningsvis att forse kdranden med annan information an hennes riskpoéng
(ibid.). Man hade endast angett att "vissa sociodemografiska uppgifter om [kdranden]
hade ‘getts samma vikt” for att faststélla denna riskpodng, vilket den 6sterrikiska
domstolen ansag vara otillrackligt. | ett forsok att verkstalla detta beslut utsag en
inhemsk domstol en expert som ansag att Dun & Bradstreet Austria, for att uppfylla
skyldigheten att Iamna “meningsfull information’, behdver upplysa kdranden om vilka
personuppgifter (t.ex. fédelsedatum, adress, kon) som behandlats for att generera
"faktorer” och "det specifika varde” som tillskrivits karanden for varje faktor, "den
matematiska formel” som poangen baserades pa, “de exakta intervall inom vilka
samma varde tilldelas olika uppgifter for samma faktor” samt “en lista med poang
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for perioden som omfattar de sex manader som féregick och de sex manader som
foljde pa faststéllandet av [sokandens] podng, som erhallits med hjalp av samma
berdakningsregel”for att kontrollera riktigheten (ibid.: punkt 23-25). Enligt den natio-
nella domstolen ar det av avgorande betydelse for verkstalligheten att kdranden
har méjlighet att kontrollera att profileringen ar korrekt.™ | den aktuella tvisten, till
exempel, "visade den information som [kdranden] fick, inklusive bland annat den
podng som erhdlls, att [hon] hade mycket god kreditvardighet, [medan] den faktiska
profileringen ledde till att hon betraktades som icke kreditvardig” (ibid.: punkt 27).
Tillgang till meningsfull information ar darfér en férutsattning for att karanden ska
kunna bestrida diskriminerande profilering eller automatiserade beslut i enlighet
med artikel 22.3 i GDPR (se avsnitt 1.4.3.) (ibid.: punkt 55).™

Europeiska unionens domstol forklarade att “ratten att erhalla ‘'meningsfull infor-
mation om logiken bakom’ automatiserat beslutsfattande, i den mening som avses
i [artikel 15.1 h], ska forstas som en ratt till en forklaring av det férfarande och de
principer som faktiskt tillampas for att pa automatiserad vdag anvdnda den registre-
rades personuppgifter i syfte att uppna ett visst resultat, till exempel en kreditprofil’,
vilken “ska tillhandahallas genom relevant information och i en koncis, dverskadlig,
begriplig och littillganglig form” (ibid.: punkt 58-59). Aven om domstolen inte angav
nagra relevanta uppgifter, pdpekade den att "enbart meddelandet av en komplex
matematisk formel, till exempel en algoritm, eller ... en detaljerad beskrivning av
alla steg i det automatiserade beslutsfattandet”inte uppfyller kraveni artikel 15.1 h
eftersom “inget av dessa utgor en tillrdckligt koncis och begriplig forklaring” (ibid.:
punkt 59). Med andra ord:

"Informationen om den bakomliggande logiken” i automatiserat beslutsfattande, i
den mening som avses i artikel 15.1 h i GDPR, maste beskriva det férfarande och de
principer som faktiskt tillampas pa ett sddant satt att den registrerade kan forsta vilka
av hans eller hennes personuppgifter som har anvants pa vilket satt i det aktuella
automatiserade beslutsfattandet, varvid komplexiteten i de atgarder som vidtas inom
ramen for automatiserat beslutsfattande inte kan befria den personuppgiftsansvarige
fran skyldigheten att lamna en forklaring (ibid.: punkt 61).

For domstolen kan det vara “tillrdckligt transparent och begripligt att informera
den registrerade om i vilken utstrdckning en @ndring av de personuppgifter som
beaktats skulle ha lett till ett annat resultat” (ibid.). | férhallande till lagstiftning for
att motverka diskriminering ar denna rétt till forklaring vdsentlig eftersom den kan
gora det mojligt for kdrande att jamfora sig med verkliga eller hypotetiska jam-
forelsepersoner, vilket ar ett vasentligt inslag i diskrimineringstestet, som dock har
blivit mycket otillganglig i samband med algoritmisk opacitet och epistemologisk
fragmentering (se avsnitt 1.4.3.). Slutligen, om féretagshemligheter kan dventyras,

14. Den nationella domstolen anférde att “[o]m artikel 15.1 h i GDPR inte garanterar detta, skulle ratten
till tillgang till den registrerades personuppgifter och annan information som foreskrivs i denna
artikel bli meningslos och vardelos, sarskilt eftersom varje personuppgiftsansvarig i sa fall skulle
kunna lamna felaktig information” (ibid.: punkt 29).

15. Domstolen uttalade att "nér ett beslut fattas i det specifika sammanhanget enbart pé grundval av
automatiserad behandling, ar huvudsyftet med den registrerades ratt att erhalla den information
som foreskrivs i artikel 15.1 h i GDPR att gora det mojligt for honom eller henne att effektivt utéva
de rattigheter som tillkommer honom eller henne enligt artikel 22.3 i denna férordning, namligen
ratten att uttrycka sin asikt om detta beslut och att bestrida det” (ibid.: punkt 55).
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"ar den personuppgiftsansvarige skyldig att lamna den pastatt skyddade informa-
tionen till den behdriga tillsynsmyndigheten eller domstolen, som maste gora en
avvagning mellan de aktuella rattigheterna och intressena i syfte att faststélla omfatt-
ningen av den registrerades ratt till tillgang enligt artikel 15 i GDPR” (ibid.: punkt 76).

| Frankrike har 15 organisationer nyligen lamnat in en éverklagan till Conseil d’Etat
avseende ett beslut fran CNAF (Caisse nationale des allocations familiales, en avdel-
ning av socialférsakringen) om att anvanda en algoritm for riskbedomning for att
avgora vilka formanstagare som ska utredas for bedrégeri. ADM-systemet visade sig
ge upphov till diskriminerande effekter for bland annat kvinnor och manniskor som
lever i fattigdom. De tvistande parterna bad Conseil d’Etat att hdnskjuta fragor till
Europeiska unionens domstol, bland annat om algoritmisk diskriminering. Detta mal
bor bevakas eftersom det kommer att ge Europeiska unionens domstol méjlighet
att prova algoritmisk diskriminering i ljuset av direkt och indirekt diskriminering.

1.5. Viktiga intressenter

Europeiska Al-byran

Flera institutioner spelar en roll i kampen mot algoritmisk diskriminering. Nyinrattade
Europeiska Al-byran'® (som inrattats inom Europeiska kommissionen) stéttar genom-
forandet av Al-férordningen och kommer att utreda eventuella 6vertradelser. Enligt
artikel 90 kommer Europeiska Al-byran sarskilt att ansvara for att hantera varningar
som utloses av den vetenskapliga panelen av oberoende experter (artikel 68 i
Al-férordningen) om Al-modeller for allménna dandamal (GPAI) som utgor systemrisker.
| likhet med en marknadstillsynsmyndighet kommer Al-byran ocksa ha befogenhet
att 6vervaka och kontrollera efterlevnaden av Al-system som innehdller en GPAI-
modell (artikel 75.1 i Al-forordningen). Det kommer ocksa att ske ett samarbete med
marknadskontrollmyndigheter for att 6vervaka, utreda och bedéma efterlevnad for
GPAI som anvéands i hogriskomraden (artikel 75.2 i Al-férordningen). Enligt artikel
75.3 i Al-férordningen “[olm en marknadskontrollmyndighet inte kan slutfora sina
utredningar av Al-system med hog risk pa grund av att den inte fatt tillgang till viss
information avseende Al-modellen for allmanna andamal, trots att den har vidtagit
allalampliga atgarder for att inhamta den informationen, far den Iamna en motiverad
begaran till Al-byran, genom vilken tillgang till denna information ska verkstallas”
Mot bakgrund av dessa bestammelser ar det troligt att likabehandlingsorgan som
utsetts enligt artikel 77 i Al-férordningen kommer att samarbeta med Al-byran direkt
eller indirekt inom ramen for sitt samarbete med marknadskontrollmyndigheter nar
de hanterar risker for — eller overtradelser av - rattigheter att motverka diskrimine-
ring. Sdsom forklaras i avsnitt 1.4.1. kravs det enligt artikel 73.7 i Al-férordningen att
de relevanta marknadskontrollmyndigheterna informerar de nationella offentliga
myndigheter eller organ som avses i artikel 77.1 i Al-férordningen vid en allvarlig
incident som anses asidosatta skyldigheter "enligt unionsratten avsedda att skydda
grundldggande rattigheter” enligt artikel 3.49(c) i Al-férordningen. Enligt artikel 79.2
i Al-férordningen ska marknadskontrollmyndigheter"nar risker for grundldaggande

16. Se https://digital-strategy.ec.europa.eu/en/policies/ai-office, hdmtat den 10 november 2025.
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rattigheter identifieras” ocksa “informera och fullt ut samarbeta med de relevanta
nationella offentliga myndigheter eller organ som avses i artikel 77.1". Samrad
med myndigheter enligt artikel 77.1 &r ocksa obligatoriskt enligt artikel 82.1 i
Al-férordningen.

Europeiska styrelsen for artificiell intelligens

Artikel 65 i EU:s Al-forordning upprattar ocksa en europeisk styrelse for artificiell
intelligens.”” Al-styrelsen bestar av representanter fran medlemsstaterna och ger
observatorsstatus till Europeiska datatillsynsmannen. Al-styrelsen spelar en vasentlig
rolli verkstallandet av Al-férordningen, sarskilt genom att hjdlpa till att “samordna och
sakerstdlla samarbetet mellan EU:s medlemsstater, i syfte att uppna ett konsekvent
genomférande och en konsekvent tilldmpning av Al-akten i hela unionen” (Europeiska
kommissionen 2025c¢). Den utgor en samarbetsplattform for de nationella behériga
myndigheter som ansvarar for tilldmpningen av Al-férordningen och underlattar
utbytet av teknisk och regulatorisk expertis samt basta praxis. Den har ocksa till upp-
gift att inrdtta undergrupper for att underlatta samarbetet i verkstallighetsdrenden,
sarskilt tva permanenta undergrupper som ska utgora en plattform for samarbete
och utbyte mellan marknadstillsynsmyndigheter och anmélande myndigheter, men
ocksa for att ge rad om policyfragor som ror artificiell intelligens.

Radgivande forum for Al

Genom artikel 67 i Al-forordning inrattas ett radgivande forum for Al'® med ansvar for
att tillhandahalla teknisk expertis och ge rad och stod till Al-styrelsens och Europeiska
kommissionens arbete. Den radgivande gruppen bestar av “ett balanserat urval av
berorda parter, daribland branschen, uppstartsforetag, sma och medelstora foretag,
det civila samhallet och den akademiska varlden” med en balanserad representation
av kommersiella och icke-kommersiella intressen samt sma och medelstora foretag
och andra foretag.

Vetenskaplig panel med oberoende experter

Genom artikel 68 i Al-forordningen inrattas en vetenskaplig panel med oberoende
experter som ska stodja verksamheten for efterlevnadskontroll enligt forordningen.
Dess medlemmar bestar av oberoende experter som valjs ut av kommissionen pa
grundval av aktuell vetenskaplig eller teknisk expertis inom Al-omradet som ar
nodvandig for kommissionens arbete med att

» stddja tillampning och efterlevnad av Al-férordningen, sdrskilt nar det galler
Al-modeller for allmdnna dndamal (t.ex. genom att varna Al-byrdn om eventuella
systemrisker, bidra till utvecklingen av verktyg och metoder for att utvardera
Al-modeller for allmd@nna &ndamal och dess kapacitet, ge rdd om klassificeringen
av Al-modeller for allmanna andamal med eller utan systemrisk och bidra till
utvecklingen av verktyg och mallar)

» stodja marknadskontrolimyndigheternas arbete pa deras begaran

17. Se https://artificialintelligenceact.eu/article/65, hdmtat den 10 november 2025.
18. Se https://artificialintelligenceact.eu/article/67/, hamtat den 10 november 2025.
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» stodja gransoverskridande marknadskontrollsverksamhet

» stddja Al-byran ndr den utfor sina uppgifter inom ramen for unionsforfarandet
for skyddsatgarder.

CEN-CENELEC

CEN-CENELEC gemensamma tekniska kommittén 21 (JTC 21) arbetar med standarder
for Al baserat pa en standardiseringsbegaran fran Europeiska kommissionen. For
ndrvarande arbetar den gemensamma tekniska kommittén 21 med att ta fram en
harmoniserad standard som 6versatter kravet, faststallt i artikel 9 i Al-férordningen, om
att leverantorer av Al-system med hdg risk ska ha ett riskhanteringssystem pa plats.

Likabehandlingsorganens roll

Likabehandlingsorganen har en nyckelroll. Algoritmisk diskriminering sker ofta pa satt
som dr svara att upptacka och bevisa. Detta utgor ett betydande hinder till rattslig
prévning for de som drabbas. Personer som utsatts for algoritmisk diskriminering
kan ha svart att forsta hur eller varfér de behandlats orattvist, vilket gor det svart
att overklaga besluten. Likabehandlingsorganen spelar darfér en avgdrande roll nar
det galler att stodja brottsoffer och framja ansvarsutkravande. | detta sammanhang
starker de nyligen antagna direktiven om likabehandlingsorganen (direktiv 2024/1500
och direktiv 2024/1499) likabehandlingsorganens roll och befogenheter i forhal-
lande till deras oberoende, resurser och roll nar det galler att underlatta tillgangen
till rattslig prévning. De bekraftar ocksa likabehandlingsorganens roll i arbetet med
att motverka Al-driven diskriminering:

Det dr avgorande att uppmarksamma de méjligheter och risker som anvandningen av
automatiserade system, inbegripet artificiell intelligens, medfér. Likabehandlingsorgan
bor sarskilt ha lampliga manskliga och tekniska resurser. Dessa resurser bor sarskilt
mojliggora for likabehandlingsorgan att a ena sidan kunna anvdnda automatiserade
system for sitt arbete och a andra sidan kunna bedéma systemens efterlevnad av
regler om icke-diskriminering. Om likabehandlingsorganet ingar i ett organ som har
flera mandat bor de resurser det behdver for att utdva sitt likabehandlingsmandat
sakerstallas. (Europeiska unionen 2024b: skal 21; Europeiska unionen 2024a: skal 22).

| detta sammanhang kan likabehandlingsorgan spela en avgdrande roll i att stodja
offer, 6ka medvetenheten, bedriva forskning och foresprdka battre reglering av
Al- och ADM-system:

» Agera pdegetinitiativ och hantera klagomal fran offer for algoritmisk diskrimi-
nering. Likabehandlingsorgan kan ha utredningsbefogenheter pad eget initiativ,
och de fungerar som en tillganglig kontaktpunkt for potentiella offer fér algo-
ritmisk diskriminering. De kan hantera klagomal fran offer, utreda pastadda
fall av algoritmisk bias och ge rad och stéd om rattsliga atgarder.

» Tillhandahalla rattsligt bistand och fora drenden till domstol: detta kan omfatta
att avgora arenden som ror algoritmisk diskriminering, ge rad till enskilda om

19. Europeiska kommissionens genomférandebeslut av den 22 maj 2023 med standardiseringsbegaran
C(2023)3215.
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hur de kan ifrdgasatta diskriminerande beslut som drivs av Al- eller ADM-system
eller, i vissa fall, foretrada potentiella offer eller agera for deras rakning i domstol.

» Oka medvetenheten och informera offer och den bredare allmanheten: lika-
behandlingsorgan kan spela en nyckelroll nar det galler att utbilda allmanheten
om de potentiella skadorna av algoritmisk diskriminering, inbegripet att
tillhandahalla information om hur man kan ifragasatta orattvisa automatiserade
beslut och vilka rattigheter individer har i samband med Al-drivna processer
och ADM-processer.

» Samla in uppgifter och bedriva forskning om diskriminering kopplad till
Al- och ADM-system: en annan viktig roll for likabehandlingsorganen ar att
samla in uppgifter om férekomsten av algoritmisk diskriminering. Genom att
systematiskt spara klagomal som ror Al- och ADM-system och bedriva forsk-
ning, genomfdra datainsamling och évervakning kan likabehandlingsorgan
identifiera diskrimineringsmonster och lyfta fram systemfragor som kan krava
lagstiftningsatgarder.

» Ge rekommendationer till beslutsfattare och lagstiftare: sddana uppgifter
kan ocksa ge konkreta bevis pa behovet av rattsliga reformer (t.ex. nér det
géller registrerings- och informationsskyldigheter). Likabehandlingsorganen
kan utifran sin tillsynsverksamhet ge evidensbaserade rekommendationer till
beslutsfattare och lagstiftare om hur Al- och ADM-system ska regleras, sarskilt
med avseende pa efterlevnad och relaterade svérigheter.

» Samarbeta med intressenter for att framja jamlikhet i Al- och ADM-system:
likabehandlingsorgan kan samarbeta med ett brett spektrum av intressenter
- inbegripet arbetsgivare, tjansteleverantorer, offentliga institutioner och
civilsamhallesorganisationer (CSO:er) - for att uppmuntra antagandet av goda
metoder for jamlikhet avseende Al- och ADM-system. Det kan handla om att
hjalpa organisationer att utveckla och genomfora jamlikhetsplaner som mini-
merar risken fér algoritmisk bias, genom att ge vagledning om hur man testar
Al och ADM-system for diskriminering.
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2. Rattsliga brister

| detta avsnitt identifieras brister och behov i de nuvarande rattsliga, processuella
och styrningsmassiga ramarna mot bakgrund av diskrimineringsrisker som uppstar
till foljd av anvandningen av Al- och ADM-system i offentliga férvaltningar och andra
sektorer som omfattas av denna studie. | rapporten sammanfattas ocksa de storsta
hindren, bristerna och behoven som likabehandlingsorganen och andra relevanta
intressenter har stott pa i sina 6vervaknings- och tillsynsfunktioner.

2.1. Motivering for inforande av Al- och ADM-system

Avsnitt | har visat att anvdndningen av Al- och ADM-teknik blir alltmer utbredd.
Flera problem uppstar dock i samband med att de inférs. A ena sidan &r de berét-
telser som framjar inforandet av dessa system problematiska och ¢kar de rattsliga
riskerna. Al- och ADM-system framstalls ofta som “neutrala”eller tminstone "mindre
partiska” an manskliga beslutsfattare. Anvdndningen av dem kan motiveras av en
vilja att rationalisera beslutsprocesserna. Eftersom det ar kant att dessa system i stor
utstrackning ar partiska kan en sadan berattelse skapa en illusion av att inférandet av
Al och ADM minskar eller till och med forhindrar diskriminering. Detta ger upphov
till risker for att overtradelser av lagstiftning mot diskriminering forbises.

Al och ADM-system lyfts dessutom ofta fram som ett sétt att 6ka kostnadseffektiviteten
i beslutsprocesser, inte minst inom offentliga férvaltningar som ar foremal fér 6kad
offentlig granskning i samband med utgiftsnedskarningar och atstramningspolitik.
Detta resonemang leder till att Al och ADM anvénds for specifika @ndamal, t.ex. for
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att upptacka bedragerier eller gora riskbedomningar, vilket gor att de framstalls
som redskap for kostnadseffektivitet. En sadan berattelse fordunklar atminstone
tva viktiga fragor:

» Bor sadan teknik anvandas for alternativa andamal, t.ex. for att forbattra till-
gangen till rattigheter och offentliga tjanster, som studier regelbundet visar
ar underutnyttjade? (Défenseur des Droits 2024).

» Kan sadana system verkligen gora det mojligt att sénka de offentliga utgifterna
med bibehallen kvalitet pa de offentliga tjansterna, nér alla kostnader som ar
forknippade med skyddet av de grundlaggande rattigheterna har internaliserats?

Det ar t.ex. kostsamt att forhindra att risker for diskriminering forverkligas genom
lampliga test-, 6vervaknings- och revisionsférfaranden, att utbilda handlaggare som
hanterar algoritmiska rekommendationer for att sakerstalla en effektiv mansklig
tillsyn och att inrdtta effektiva informations- och prévningsmekanismer fér anvan-
dare av offentliga tjanster. Sddana kostnader bor rimligen internaliseras fullt ut av
de offentliga forvaltningarna néar beslut fattas om att inféra sddana system. Sddana
overvaganden bor ocksa fa offentliga beslutsfattare att stalla “nollfrdgor”: nar info-
randet av ett Al- eller ADM-system framstar som alltfor riskfyllt eller kostsamt efter det
att forebyggande atgarder och skydd av grundldggande rattigheter har genomforts
pa ett adekvat satt, bor detta leda till ett beslut om att inte inféra systemet.

2.2, Bristande transparens

Sasom beskrivs i de relevanta avsnitten nedan finns det en allméan brist pa systematisk,
tydlig och tillgdnglig information om utveckling, experimentering och anvédndning
av Al- och ADM-system i och utanfor offentliga forvaltningar. Anvandningen av Al-
och ADM-system i offentliga forvaltningar kartlaggs inte systematiskt, trots paga-
ende planer eller insatser for att skapa databaser 6ver sadan anvandning (t.ex. det
nederlandska algoritmregistret).?° Fall av algoritmisk diskriminering &r fortfarande
mycket fa och ror ofta fragor om dataskydd snarare @n diskriminering och jamlikhet.
De sallsynta fall som finns har ofta tagits upp i domstol med stod av likabehand-
lingsorgan och civilsamhallesorganisationer (CSO:er). Bristen pa information om
nar, varfor och var Al- och ADM-system anvands av offentliga férvaltningar - och
darmed bristen pa rattsliga rapporteringsskyldigheter som hittills varit tillampliga -
gor det dock svart for dessa aktorer att effektivt och systematiskt 6vervaka, bedoma
och ifragasatta fall av algoritmisk diskriminering trots sina utredningsbefogenheter.
For att effektivt kunna anvdnda dessa utredningsbefogenheter maste de forst och
framst kanna till férekomsten av Al- eller ADM-applikationer. Istallet maste lika-
behandlingsorganen ofta forlita sig pa medieundersokningar, specialiserade civil-
samhallesorganisationer (CSO:er) eller informella natverk for att identifiera potentiella
fall av algoritmisk diskriminering. Nationella experter rapporterar att forfragningar
om information (t.ex. enligt lagstiftningen om informationsfrihet) regelbundet skickas
till offentliga myndigheter i syfte att skapa offentliga register 6ver anvandningen
av Al- och ADM-system i offentliga forvaltningar, men deras legitimitet ifragasatts
ibland, eller sa kan de forbli obesvarade nar de inte har nagon bindande karaktar,

20. Se https://algoritmes.overheid.nl/en, hdmtat den 10 november 2025.
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sarskilt nar dessa forfragningar ror kansliga applikationer sasom teknik for digital
overvakning. Dessutom kan de sokande ofta inte verifiera den information de far.
Ibland anvands andra kanaler for att fa information, till exempel fragor till regeringen
som stélls i samarbete med ledaméter i de nationella parlamenten. Effektiviteten i
bade forfragningar utifran principen om informationsfrihet och fragor i parlamentet
undergravs dock av bristen pa insyn i anvdandningen av Al- och ADM-applikationer.
Vissa likabehandlingsorgan erbjuder positiva exempel i detta avseende: den finska
diskrimineringsombudsmannen kan till exempel skicka obligatoriska forfragningar
om information och fértydliganden till offentliga forvaltningar. Sddana befogenheter
kan underlatta tillgangen till information och insyn nar det galler anvdandningen av
Al- och ADM-system och deras potentiella diskriminerande effekter.

Till viss delkommer bristen pd information att &tgardas genom de nya Al-férordningarna.
Exempelvis kommer EU:s Al-databas enligt artikel 71 i Al-férordningen att innehalla
offentlig information om Al-applikationer med hog risk.?' Dessutom kravs enligt
artikel 14(a)(b) i ramkonventionen om artificiell intelligens att “relevant information
om Al-system som potentiellt kan ha betydande inverkan pa de manskliga rattig-
heterna och relevant anvandning av dem dokumenteras, lamnas till organ som &ar
behoriga att fa tillgang till den informationen och, nar sa ar lampligt och tillampligt,
gors tillganglig for eller meddelas berorda personer’, sa att dessa personer kan
"bestrida det eller de beslut som fattats med anvéndning av systemet eller for vilket
eller vilka anvdndningen av systemet i betydande utstréckning legat till grund”.
Dessa bestammelser starks ytterligare genom artiklarna 8 och 9 i konventionen om
transparens och tillsyn samt om ansvarsskyldighet och ansvar. Saddana informations-
och insynskrav kan mojliggora offentlig granskning. Pa samma sétt kraver artikel 16
i konventionen att ett ramverk for risk- och konsekvenshantering antas och upp-
ratthalls (med stod av den standardiserade konsekvensbeddmningen Huderia), och
artikel 16.2(f) i konventionen kraver att "risker, faktiska och potentiella konsekvenser
samt riskhanteringsmetoden” dokumenteras. Tillgang till sddan information kan
hjdlpa organ som ansvarar for att skydda grundldaggande rattigheter att forebygga
och atgarda algoritmisk diskriminering. | Al-férordningen féreskrivs i sin tur att
de myndigheter som utsetts enligt artikel 77 i Al-férordningen ska ha tillgang till
teknisk dokumentation och riskbedémningssystem som bygger pa Al-férordningen
och konsekvensbedémningar avseende grundldaggande rattigheter nar detta ar
obligatoriskt enligt artikel 27 i Al-férordningen (begrénsat till vissa anvdndare som
tillhandahaller offentliga eller vasentliga privata tjanster).

Med detta sagt hade sddana informations- och insynskrav dock kunnat formulerats
i vidare termer. For narvarande galler detta endast Al-system med hdg risk, vilket
innebar att system som beskrivs som icke hog risk och ADM-system som inte anses
fallainom definitionen av Al uteldmnas. Ar 2020 kravde Europaradets parlamentariska
forsamling att regeringar uppmanas att “underratta parlamentet innan [Al- och ADM-]
teknik tas i bruk” och att “myndigheternas anvandning av sddan teknik ... systema-
tiskt registreras i ett offentligt register” (Europaradet, parlamentariska férsamlingen

21. Al-system med hdg risk, inbegripet biometri, som anvands inom omradena brottsbekédmpning,
migration, asyl och granskontroll, registreras i en icke-offentlig del av databasen som Europeiska
kommissionen och specifika nationella marknadstillsynsmyndigheter (t.ex. dataskyddsmyndigheter)
har tillgang till.
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2020b). Detta aterspeglas inte direkt i den nyligen antagna ramkonventionen om
Al, som inte kraver att ett offentligt register upprattas. Al-forordningen innehaller
i sin tur inga bestdmmelser om att nationella parlament eller EU-institutioner ska
underrattas nar offentliga myndigheter anvander Al- eller ADM-system.

2.3. Fragor om tillgang till rittslig provning

Tillgdngen till réattslig provning forsvaras pa grund av flera informations- och
maktasymmetrier. Som forklarats ovan visar ett viktigt resultat av den forskning som
genomforts pa nationell niva att bristen pa tydlig och konsekvent kartldaggning av
offentliga forvaltningars anvandning av Al- och ADM-system dventyrar ratten till
icke-diskriminering och dess tillampning. Att inte veta att ett visst administrativt beslut
har fattats med (stod av) ett Al- eller ADM-system hindrar personer som berérs av
sddana beslut fran att ens misstanka algoritmisk diskriminering. Aven nar misstankar
uppstar hindrar avsaknaden av generella skyldigheter for offentliga férvaltningar att
tillhandahalla information om vilken typ av system som anvands, vilka beslutsfaktorer
som tillimpas och hur de anvands i beslutsprocessen, brottsoffer fran att lagga fram
tillracklig bevisning for att faststalla antaganden om diskriminering vid domstolar.?

Den europeiska lagstiftningen mot diskriminering féreskriver visserligen att bevis-
bordan ska delas mellan kdrande och svarande for att underlatta for kdrande som
havdar att de utsatts for diskriminering. | EU:s antidiskrimineringslagstiftning féreskrivs
det att "ndr personer, som anser sig krankta genom att principen om likabehandling
inte har tillampats pad dem, infér domstol eller annan behérig myndighet lagger
fram fakta som ger anledning att anta att det har férekommit direkt eller indirekt
diskriminering, skall dligga svaranden att bevisa att det inte féreligger ndgot brott
mot principen om likabehandling"* P4 samma satt 6verfor Europeiska domstolen for
de ménskliga rattigheterna bevisbordan for att diskriminering inte har forekommit
till svaranden nér kdranden lagger fram trovardiga och samstammiga fakta som gor
gallande att diskriminering kan ha &gt rum: “[B]evis kan folja av samexistensen av
tillrackligt starka, tydliga och samstdammiga slutsatser eller av liknande obestridda
presumtioner av fakta” (Europeiska domstolen for de manskliga rattigheterna 2007).
| princip underlattar dessa regler kdrandens arbete genom att de endast behover
faststalla en presumtion for diskriminering innan bevisbérdan kan 6verga till svaran-
den. Det dr sedan upp till svaranden att motbevisa presumtionen om diskriminering.

Dessaregler ar dock otillrackliga for att hantera makt- och informationsasymmetrier
som uppstar nar ett beslut fattas med (stéd av) ett Al- eller ADM-system, och kan
vara otillrickliga i fall av algoritmisk diskriminering. A ena sidan rapporterar natio-
nella experter att domstolar ibland satter en hog troskel avseende beviskrav for att
utlésa en omfordelning av bevisbérdan till svaranden. A andra sidan férsvarar
algoritmernas otillganglighet for enskilda kdranden som forsoker faststalla en
presumtion for algoritmisk diskriminering (se avsnitt 2.2. ovan). Informations-
och maktasymmetrier tar sig ocksa uttryck i vad Milano och Prunkl (2024) kallar

22. |viss man kan denna svarighet mildras genom att ratten till forklaring enligt GDPR aktiveras, dven
om de processuella hindren och kostnaderna kan bli hoga for enskilda offer.

23. Seartikel 8.1 i direktiv 2000/43/EG. Denna bestammelse finns i samtliga direktiv mot diskriminering:
2000/78/EG, 2004/113/EG och 2006/54/EG.

» Page 46



"epistemologisk fragmentering’, namligen "en strukturell egenskap hos algorit-
miskt formedlade miljoer som isolerar individer” och darmed "hindrar manniskor
och samhallen fran att pa ett meningsfullt satt dela och jamféra sina erfaren-
heter”. Epistemologisk fragmentering "gor det darfor svarare att ... identifiera och
konceptualisera framvaxande skador i dessa miljoer”, sarskilt eftersom den euro-
peiska lagstiftningen mot diskriminering bygger pa att offren kan visa att de har
utsatts for sarbehandling eller en sarskild nackdel jamfort med andra personerien
liknande situation (ibid.). Tillsammans gor algoritmisk opacitet och epistemologisk
fragmentering det mycket svart att utmana diskriminerande Al och ADM rattsligt.

Detta innebar att tillgangen till rattslig prévning dventyras i praktiken. For att ge ett
konkret exempel skapar de ADM-system som anvands av flera socialférsakrings-
myndigheter for att upptéacka bedrégerier i Europa en kategori av de facto "misstankta
individer” som ar mycket diskriminerande men mycket svar for dessa individer att
ifrdgasatta, vilket far allvarliga konsekvenser for deras liv (indragning av sociala bidrag,
aterkrav pa felaktiga utbetalningar osv.). Aven om rétten till férklaring, som nyligen
bekraftades av Europeiska unionens domstol i samband med artikel 15.1(h) och
artikel 22 i GDPR i fallet Dun & Bradstreet Austria, delvis I6ser problemet (se avsnitt
1.4.4.), kvarstar makt- och informationsasymmetrier, som maste atgdrdas pa sa satt
att bevisbordan lattas ytterligare for kdranden, genom att ge likabehandlingsorgan
och relevanta intressenter mojlighet att stodja potentiella offer och genom mer
forebyggande arbete.? Denna fraga understroks redan 2020 av Europaradets parla-
mentariska forsamling, som betonade behovet av att "dgna sarskild uppmarksamhet
at att garantera oskuldspresumtionen och se till att diskrimineringsoffer inte far en
oproportionerligt tung bevisborda”, (Europaradet, parlamentariska férsamlingen
2020b). Man kravde att medlemslanderna "sakerstaller att likabehandlingsorganen
har full befogenhet att ta upp fragor om jamlikhet och icke-diskriminering som
uppstar till foljd av anvdandning av Al".

| detta perspektiv kan de befogenheter som vissa europeiska likabehandlingsorgan
har att framja skydd mot diskriminering pa kollektiv och strukturell niva bidra till att
mildra dessa brister. Vissa likabehandlingsorgan kan faktiskt bidra till att férebygga
algoritmisk diskriminering genom tillsyns-, utrednings- och sanktionsbefogen-
heter. Dessutom kan vissa likabehandlingsorgan 6vervaka anvandningen av Al- och
ADM-system och ifragasatta diskriminerande resultat i domstol med hanvisning
till allmanintresset, utan att nagot enskilt offer behover identifieras i forvag (se
Europeiska unionens domstol 2008). Aven om detta inte ar fallet for alla europeiska
likabehandlingsorgan, kan sddana befogenheter minska svarigheterna med att
behova forlita sig pa att enskilda offer rapporterar diskriminering och dess foljder
innan utredningar kan inledas. For att vara effektiva maste sddana befogenheter
dock backas upp av robusta informationsrattigheter: likabehandlingsorgan maste
ha ratt att begdra och erhalla relevant och meningsfull information om hur Al- och
ADM-system anvands. Sadana befogenheter bor utvidgas till att omfatta situationer
dar Al- och ADM-system anvands for att stodja och underlatta beslutsfattandet, istallet
for att begrénsas till situationer med enbart fullstandig automatisering, detta for att

24, Detta ar sarskilt viktigt eftersom Al-ansvarsdirektivet har dragits tilloaka. Direktivet foreslog att det
skulle bli lattare att faststélla presumtioner och omvand bevisborda, om &n i begransad omfattning.
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aterspegla det faktum att hybridbeslutsfattande ar den mest utbredda anvandnings-
formen. Inférlivandet av de nya direktiven om standarder for likabehandlingsorgan
senast i juni 2026 ar ett bra tillfalle att se 6ver likabehandlingsorganens befogenheter
mot bakgrund av dessa nya utmaningar. Dessutom har alternativa rattsprocessvagar,
till exempel mekanismer for kollektiva klagomal (t.ex. actio popularis, grupptalan),
potential att minska problemen med tillgang till rattslig prévning.

2.4.Tillampning av befintliga och framtida bestammelser

2.4.1. Institutionellt samarbete

Det tillsynssystem som inrdttats enligt Al-forordningen ar komplext och [dmnar inte
mycket utrymme fér enskilda klagomal. Aven om marknadskontrollmyndigheterna
kan ta emot klagomal finns det ingen skyldighet for dem att utreda dem pa grundval
av detta. | detta perspektiv blir likabehandlingsorganens roll @nnu viktigare. Det
kontrollsystem som inrdttas genom Al-férordningen forutsdtter samarbete mellan
flera intressenter, ndmligen likabehandlingsorgan, andra tillsynsmyndigheter for
grundldaggande rattigheter som utsetts enligt artikel 77, marknadskontrollmyndig-
heter och andra relevanta institutioner. Dessutom kommer likabehandlingsorganen
att samarbeta med andra institutioner for grundldaggande réttigheter som utsetts
enligt artikel 77 i Al-férordningen. Enligt ndgra av de institutioner som intervjuades
for denna rapport kan det dock finnas betydande utmaningar i detta avseende.
Framfor allt maste samarbetsmetoder utvecklas och genomféras, och institutionella
kommunikationskanaler sdkerstallas, for att framja ett tillvagagangssatt som bygger
pa institutionell komplementaritet och intersektionalitet. Vidare maste behériga
myndigheter, inklusive gemensamma kontaktpunkter och marknadstillsynsmyndig-
heter, ha en adekvat forstaelse for de risker for diskriminering som algoritmisk teknik
medfor och for rattsliga och institutionella metoder for hantering av diskriminering.

2.4.2. Konceptuella luckor

Andra tillampningsproblem uppstar utifrdn de begrepp och férfaranden som ingar
i den europeiska lagstiftningen mot diskriminering. Konkret bygger Al, och i syn-
nerhet maskininlarning, pa korrelationer, inte orsakssamband. Detta okar risken
for sa kallad proxy-diskriminering, som domare kan vara ovilliga att behandla som
direkt diskriminering dven om det ar kant att sadana proxyrelationer korrelerar med
skyddade grunder.? | vissa sammanhang ar det t.ex. kant att individers bostadsort
har ett starkt samband med ras och etniskt ursprung. Pa EU-niva finns inte bosatt-
ningsort med pa listan over skyddade grunder i lagstiftningen mot diskriminering.
Darfor kommer sddan algoritmisk proxydiskriminering sannolikt att behandlas som

25. Se Bartoletti I. och Xenidis R for mer information om proxy-diskriminering. (2023), "Study on the
impact of artificial intelligence systems, their potential for promoting equality, including gender
equality, and the risks they may cause in relation to non-discrimination’, som ar tillganglig pé: https://
edoc.coe.int/en/artificial-intelligence/11649-study-on-the-impact-of-artificial-intelligence-sys-
tems-their-potential-for-promoting-equality-including-gender-equality-and-the-risks-they-may-
cause-in-relation-to-non-discrimination.html, hamtad 10 november 2025, Europaradets utgivning,
Strasbourg.
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indirekt diskriminering, utom i fall dar bostadsorten anses vara "oupplosligt” eller
"inneboende” kopplad till en skyddad grund, som ras eller etniskt ursprung.

| detta avseende kan EU:s sekunddrratt som forbjuder diskriminering visa sig vara
alltfor begransad eftersom den endast forbjuder diskriminering pa en “sluten”lista 6ver
skyddade grunder: kon, ras eller etniskt ursprung, funktionshinder, sexuell Iaggning,
religion eller trosdvertygelse och élder. Algoritmiska skador som har samband med
andra sociala egenskaper hade endast betraktas som direkt diskriminerande om de
anses ha ett "inneboende samband”med ndgon av dessa skyddade grunder. Sddana
skador kan dock behandlas som indirekt diskriminering om de drabbar en grupp
som har anknytning till ndgon av dessa skyddade grunder. Andra algoritmiska skador
kan falla utanfor det rattsliga skyddet om de inte omfattas av sarskilda nationella
lagstiftningsramar, som stracker sig langre an EU-lagstiftningen.

Daremot kan sa kallade "6ppna” listor, till exempel de skyddade kriterier som fast-
stallsiartikel 21.1i Europeiska unionens stadga om de grundlaggande réttigheterna
och artikel 14 i Europeiska konventionen om skydd fér de manskliga rattigheterna,
erbjuda mer flexibilitet ndr det galler att hantera algoritmisk proxydiskriminering.
Detta beror pa att de gor det mojligt for domare att konstatera diskriminering
"pd grund av bland annat” respektive: "kon, ras, hudfarg, etniskt eller socialt ursprung,
genetiska sardrag, sprak, religion eller vertygelse, politisk eller annan askadning,
tillhorighet till nationell minoritet, formégenhet, bord, funktionshinder, alder eller
sexuell laggning” och "kon, ras, hudfarg, sprak, religion, politisk eller annan dskad-
ning, nationellt eller socialt ursprung, tillhorighet till nationell minoritet, egendom,
bord eller stallning i ovrigt”.

Fragan om hur man kvalificerar algoritmisk proxydiskriminering &r viktig. Medan
denna kvalificering inte gér ndgon skillnad enligt konventionens lagstiftning mot
diskriminering pa grund av att det finns ett enhetligt system med 6ppna motive-
ringar for bade direkt och indirekt diskriminering, ar problemet annorlunda enligt
EU:s lagstiftning mot diskriminering. Dar gynnas direkt diskriminering av en striktare
rattfardigandegrund som bygger pa staingda undantag. Med tanke pa Al- och ADM-
systemens bristande transparens, opacitet och komplexitet ar det inte sakert att en
Oppen rattfardigandegrund som kraver en kontextuell analys ar den lampligaste.
Att styrka direkt diskriminering dr dock ofta problematiskt i ett algoritmiskt sam-
manhang. Utdver problemen med rattfardigande dr begreppen direkt och indirekt
diskriminering inte helt lampade for att fdnga algoritmisk diskriminering, som blandar
egenskaper fran bada begreppen (Xenidis 2021).

Den hoga graden av differentiering som utfors av Al- och ADM-system 6kar ocksa
riskerna for intersektionell diskriminering, sarskilt ndr anvandare kombinerar flera
riskkategorier som paverkar deras riskpodng (t.ex. kon och migrationshistorik i exempel
med partiska arbetsloshetsprognoser). Intersektionell diskriminering erkdanns dock
fortfarande inte fullt ut i EU:s direktiv mot diskriminering (med undantag for det
nyligen antagna lonetransparensdirektivet 2023/970) och forbjuds inte pd ett enhetligt
satt i nationell lagstiftning, trots den senaste tidens utveckling. Medlemslanderna
behover darfor se 6ver sin lagstiftning mot diskriminering och dndra den vid behov
for att sakerstélla att den omfattar alla fall dar direkt eller indirekt diskriminering,
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inklusive diskriminering genom association och intersektionell diskriminering, kan
orsakas av anvandningen av Al- och ADM-system.

2.4.3. Begransningar av insamling och behandling av data

Slutligen begransar befintliga rattsliga restriktioner for insamling av uppgifter om
jamlikhet mojligheterna att effektivt undersoka algoritmisk diskriminering och
framja jamlikhet i anvdandningen av Al- och ADM-system. For att effektivt komma
till ratta med diskriminering inom Al kan det vara nédvandigt att verka for mer
adekvata rutiner fér insamling av uppgifter om jamlikhet. Ytterligare fragor om
efterlevnad galler anvéandningen av kdnsliga kategorier av personuppgifter. Artikel
10.5 i Al-férordningen tillater undantagsvis behandling av sarskilda kategorier av
personuppgifter (definierade i artikel 9 i GDPR), till exempel etnicitet eller sexuell
laggning, for att upptacka bias, men denna méjlighet omfattar inte Al-system som
faller utanfor hogriskkategorin. Detta kan innebdra betydande begransningar nar
det galler att upptacka, forebygga och mildra diskriminerande bias i system som
anses ha lag risk och som omfattas av tvargaende icke-diskrimineringsskyldigheter.
Det &r ocksa osakert om likabehandlingsorgan och andra tillsynsmyndigheter for
grundlaggande rattigheter kan utnyttja undantagen i artikel 9 i GDPR och artikel 10.5
i Al-forordningen for att bedéma de diskriminerande effekterna av vissa Al-system.
Algoritmisk diskriminering kan vara svarare att upptacka och 6vervaka nar sarskilda
kategorier av personuppgifter - som éverlappar manga (men inte alla) av de kate-
gorier som skyddas enligt EU:s och nationell lagstiftning mot diskriminering - inte
kan anvandas for testning, revision och bedémning.

2.5."Riskbegransa” Al-system

Den riskbaserade klassificeringen i Al-férordningen har utsatts for kritik. Den for-
teckning over hogrisktillampningar som finns i bilaga Il till lagen har beskrivits
som alltfor rigid med tanke pa den snabba tekniska utvecklingen. Al-férordningen
ger inte heller ndgon tydlig vagledning for att avgéra om en tillampning som
faller inom de sektorer som anges i bilaga lll har hog risk eller inte. Detta ar sarskilt
problematiskt mot bakgrund av artikel 6.3 i Al-férordningen, som féreskriver ett
antal undantag. Leverantorer kan t.ex. forklara att system som normalt omfattas av
listan 6ver hogrisksektorer i sjdlva verket inte utgor nagon betydande risk for skada
pa fysiska personers halsa, sakerhet eller grundlaggande réttigheter. Al-system anses
inte utgdra en hog risk ndr sadana system anvands for att “utfora en snav process-
uell uppgift” eller en “férberedande uppgift for en bedémning’,? for att "forbattra
resultatet av en tidigare genomférd mansklig verksamhet” eller for att "upptacka
beslutsmonster eller avvikelser fran tidigare beslutsmonster ... [ddr sddana system
inte ar avsedda att] ersatta eller paverka tidigare slutférd mansklig bedémning,
utan ordentlig mansklig granskning”. Leverantorer som anser att deras system inte
utgor en hog risk behover bara "uppratta dokumentation for sin bedémning innan
systemet slapps ut pa marknaden eller tas i bruk” (artikel 6.4) och registrera systemet
i enlighet med artikel 49.2.

26. Enligt artikel 6.3 d anses dock ett Al-system som anvands for att profilera fysiska personer pa de
omraden som anges i bilaga lll alltid utg6ra en hog risk.
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Det finns ingen systematisk kontroll vid denna punkt eftersom nationella behériga
myndigheter kan, men inte har ndgon systematisk skyldighet att, begara att bedom-
ningarna utfors. Detta skapar saledes ett potentiellt kryphal som skulle kunna anvandas
i stor utstrackning for att "avldgsna risken” for Al-system for att undvika att uppfylla
de krav och skyddsatgarder som galler for hdgrisksystem enligt Al-férordningen.?
Har kan tillvagagangssattet i ramkonventionen om Al, som ar rattighetsbaserat i
motsats till riskbaserat, visa sig vara sarskilt anvdandbart for att utvidga skyddet av
grundlaggande rattigheter till Al- och ADM-tillampningar med "begransad risk”.
En annan potentiell lucka som kan utnyttjas i bada regelverken géller definitio-
nen av Al. Eftersom bada texterna galler Al i motsats till t.ex. enkla regelbaserade
system, kan vissa ADM-system uteslutas om de anses falla utanfér omfattningen for
Al-definitionen (Europeiska kommissionen 2025d). Detta ar ytterligare ett kryphal
som leverantorer av enklare ADM-system kan anvanda for att kringga skyldigheterna
enligt Al-férordningen.

2.6. Tekniska standarder, likabehandlingsorgan
och fragan om harmonisering

De harmoniserade standarder fér Al som utfardas av CEN-Cenelec blir ett viktigt
verktyg for att stodja efterlevnaden av grundldaggande rattigheter, inklusive forebyg-
gande av och skydd mot algoritmisk diskriminering. Den viktigaste frdgan ar dock
vilka risker for diskriminering som standarderna kommer krava att leverantorerna
identifierar, utvarderar och atgéardar. | synnerhet, vilka former av diskriminering
maste leverantdrerna ta hansyn till och hur maste de hantera dem for att anses
folja Al-forordningen? Har uppstar flera problem. Den forsta handlar om den makt
som anfortros de privata organisationer som deltar i samregleringsprocessen. De
flesta av de organisationer som deltar i JTC 21 inom CEN-Cenelec, som ansvarar for
att utarbeta dessa standarder, dr branschaktérer som har resurser att finansiera ett
sadant deltagande. Civilsamhallesorganisationer (CSO:er) och organisationer med
ett legitimt intresse kan delta i viss utstrackning (Equinet ar t.ex. for narvarande
involverat i standardiseringsprocessen), men har ofta begransade ekonomiska medel
for att gora det. Detta uppldgg innebar ocksa att expertisen pa faltet kan vara ojamnt
fordelad, med en tillrdcklig niva av teknisk expertis och mer begransad juridisk
expertis, sarskilt betraffande manskliga rattigheter. Utkasten till standarder ar inte
offentliga, vilket gor det svart att dvervaka och beddma effektiviteten och bristerna
i de verkstallighetsstrategier som for narvarande diskuteras. Detta forhindrar forsok
att paverka dessa diskussioner med syfte att ta itu med befintliga begransningar.

Det andra problemet &r huruvida detta synsétt ar forenligt med och kompletterar
EU:s lagstiftning om grundlaggande réttigheter, inklusive lagstiftningen mot dis-
kriminering. A ena sidan ar det fortfarande oklart vilken niva av riskreducering som
standarderna kommer att foreskriva i efterlevnadssyfte. Detta &ér en nyckelfraga
eftersom detiartikel 9.5 i Al-férordningen foreskrivs att “[rliskhanteringsatgarderna
... ska vara sadana att relevanta kvarvarande risker férknippade med varje fara samt
den totala kvarvarande risken i Al-systemen med hog risk bedoms vara acceptabla”.
Nar det galler bias och diskriminering kommer acceptabla kvarvarande risker enligt

27. Dessa krav och skyddsatgarder anges i avsnittet om Al-system med hog risk.
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Al-férordningen inte att garantera efterlevnad av EU:s lagstiftning om grundlaggande
rattigheter, som har ett annat synsatt med fokus pa faktiska skador. Artikel 52.1 i
EU-stadgan om de grundlaggande rattigheterna féreskriver att “[v]arje begransning
i utdvandet av de rattigheter och friheter som erkédnns i denna stadga ska vara fore-
skrivenilag och forenlig med det vasentliga innehallet i dessa rattigheter och friheter”
och att "[blegransningar far, med beaktande av proportionalitetsprincipen, endast
goras om de ar nodvandiga och faktiskt svarar mot mal av allmant samhallsintresse
som erkdnns av unionen eller behovet av skydd for andra méanniskors réttigheter och
friheter”. Omfattningen av tillatna ingrepp — som begransas av de grundlaggande
rattigheterna och ar beroende av nédvandighet och allméanintresse — forefaller
sta i strid med den metod med kvarvarande risk som antagits i Al-férordningen.
Atminstone ar férhallandet mellan dessa begrepp tvetydigt och kommer att kréva
fortydligande, eventuellt av EU-domstolen.

A andra sidan star EU:s standardiseringsstrategi, i kombination med den (atmins-
tone delvis) maximala harmoniseringsram som faststallts i EU:s nya Al-férordning, i
motsattning till metoden med en minimiharmonisering som faststallts i EU:s direktiv
mot diskriminering. EU:s sekundarratt forbjuder sex diskrimineringsgrunder (ras
och etniskt ursprung, kon, funktionsnedsattning, sexuell laggning, religion eller
overtygelse samt alder), men tillater ocksa medlemsstaterna att ga langre an dessa
minimikrav och forbjuda diskriminering i storre utstrackning genom sa kallade
"mer gynnsamma bestammelser’, sa lange de ar forenliga med EU-fordragen. Det
ar dock oklart vilka former av bias som leverantorer av hogrisksystem kommer att
behova testa for. Om till exempel testning och begransning av bias endast kravs
i forhallande till de sex grunder som skyddas pa EU-niva, och leverantorer som
uppfyller dessa standarder sedan antas uppfylla Al-férordningen, kommer detta att
gora det mojligt fér dem att silja sina produkter pa hela den inre marknaden. Aven
om anvandare fortfarande kan hallas ansvariga for diskriminering enligt EU-lagar
och nationell lagstiftning mot diskriminering som kraver ett bredare skydd, uppstar
fragor i atminstone tva avseenden.

For det forsta ar mer gynnsamma nationella bestdmmelser om férbud mot diskrimi-
nering uttryckligen tillatna enligt EU:s lagstiftning mot diskriminering och bor inte
betraktas som hinder for den fria rorligheten. Ett sadant tillvdagagangssatt skulle
ocksa strida mot artikel 21.1 i EU-stadgan om de grundlaggande rattigheterna, som
forbjuder diskriminering “pa grund av bland annat kon, ras, hudfarg, etniskt eller soci-
alt ursprung, genetiska sardrag, sprak, religion eller 6vertygelse, politisk eller annan
askadning, tillhorighet till nationell minoritet, formoégenhet, bord, funktionshinder,
alder eller sexuell laggning"”. Ett annat scenario skulle kunna vara att inkludera den
bredare definitionen av diskriminering som finns i stadgan. Spanningarna med en
mer skyddande nationell lagstiftning, som uttryckligen tillats enligt EU:s lagstiftning
mot diskriminering, hade dock kvarstatt. Om standarderna samtidigt inte namner
de forbjudna diskrimineringsgrunder som leverantorer av Al-system med hog risk
maste ta hansyn till ndr de testar for bias eller bedomer systemets inverkan pa de
grundldaggande rattigheterna, finns det en betydande risk for att sddana forfaranden
i slutdndan kommer att vara i stort sett ineffektiva.

Den andra fragan galler vilken inverkan sadana efterlevnadsmekanismer har pa
andringen av bevisbordan i diskrimineringsmal. Har ar det viktigt att komma ihdg
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att det antagande om efterlevnad som foreskrivs i artikel 40 i Al-férordningen endast
galler lagens krav for hogrisksystem (se avsnittet om riskhanteringssystem), och inte
att motverka diskriminering eller annan lagstiftning om grundlaggande rattigheter.
| detta avseende erkdnns det i artikel 82.1 i Al-férordningen att “ett Al-system med
hog risk uppfyller kraven i denna férordning men anda utgor en risk for personers
hélsa och sakerhet, for grundlaggande rattigheter”.

Det maste darfor understrykas att Al-forordningens (partiella) storsta mojliga
harmonisering inte ska tolkas sa att den asidosatter eller minskar befintliga
skyldigheter for motverkande av diskriminering enligt EU:s primar- och sekundarratt.

Vad innebar detta for likabehandlingsorgan och relevanta myndigheter som skyddar
grundlaggande rattigheter, t.ex. de som anges i artikel 77 i Al-forordningen? For
det forsta kan det vara svart att bedoma om riskhanteringssystem och konsekvens-
bedomningar avseende grundlaggande rattigheter ar forenliga med lagstiftningen
mot diskriminering om de inte innehaller information om de diskrimineringsgrunder
som har testats. Den tvingande fragan ar om likabehandlingsorgan och relevanta
intressenter som uppratthaller grundlaggande réttigheter kommer att ha tillrack-
ligt exakt information for att bedéma hur diskriminering har forhindrats och/eller
risker for detta har minskats i forhallande till rattsligt skyddade grupper i samband
med Al-system med hdg risk, och hur dessa grupper har definierats under risk-
beddmningsférfarandena. For det andra skapar den rattsliga dissonans som lyfts fram
ovan en klyfta mellan leverantérernas (och i forekommande fall tillhandahallarnas)
skyldigheter att forebygga och hantera risker for diskriminerande bias i samband
med hogrisksystem, och mandatet for likabehandlingsorgan och andra relevanta
myndigheter. De flesta likabehandlingsorgan har mandat att ta itu med diskrimi-
nering pa alla grunder som skyddas av nationell lagstiftning, vilket ofta stracker sig
ldngre an de grunder som skyddas av EU:s sekundaéra lagstiftning mot diskrimine-
ring. Beroende pa vilket tillvdgagangssatt som foredras i de nya standarderna eller
vid tillampningen av dem (t.ex. minsta gemensamma namnare eller ospecificerade
typer av bias) maste likabehandlingsorganen vara sarskilt vaksamma néar det galler
diskrimineringsgrunder som endast ar férbjudna enligt nationell lagstiftning. Det
ar inte sakert att leverantorerna har testat for risker for algoritmisk diskriminering i
forhallande till dessa nationellt skyddade grunder.

Dessutom innebdr standardisering flera utmaningar for likabehandlingsorganen.
Det kan vara viktigt for likabehandlingsorgan att 6vervaka och paverka hur nya
harmoniserade Al-standarder kommer att definieras av CEN-Cenelec, eftersom
efterlevnad av dessa standarder kommer att leda till ett antagande om efterlevnad
av de véasentliga kraven i Al-forordningen for leverantorer av Al-system med hdg
risk. Flera svérigheter uppstar dock. Aven om Equinet deltar i vissa undergrupper
till den gemensamma tekniska kommittén JTC 21, som ansvarar for att utarbeta
dessa Al-standarder, ar det fortfarande oklart i vilken utstrackning de 6verenskomna
standarderna offentliggérs och hur tillgangliga de ar. | fallet Public.Resource.Org och
Right to Know v. Commission and Others beslutade EU-domstolen att standarderna
maste goras allmant tillgangliga for EU-medborgarna (Europeiska unionens domstol
2024). Eftersom tvisten gallde tillgang till standarder for leksakssakerhet kvarstar
frdgan om detta krav pa 6ppenhet kommer att gélla pa samma sétt for Al-standarder
och om de kommer att goras tillgangliga kostnadsfritt.
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For det andra kan det kravas teknisk expertis for att forsta och kritiskt utvardera om
Al-standarder i tillracklig utstrackning sakerstaller efterlevnad av grundlaggande
rattigheter och lagstiftning mot diskriminering. Enligt en rapport fran Equinet
kommer standarderna "att avgora vilken information och detaljniva som ska inga
i dokumentationen” som tas fram enligt de grundldaggande kraven for Al-system
med hdg risk enligt Al-férordningen och darmed “den typ av riskhantering och
eftermarknadskontroll som leverantorerna ska utfora for att forutse, identifiera och
minska riskerna for de grundlaggande rattigheterna” (Mittelstadt 2025).

Likabehandlingsorganen bor darfor vara sarskilt uppmarksamma pa de tekniska val
som gors i de nya Al-standarderna:

» Vilka rattvisematt anvands for att mata prestandan? Vilka troskelvarden anvands
for att kvantifiera risker for diskriminerande bias? Vilka atgarder for att minska
bias och vilka rattvisemetoder anvands? Stammer de 6verens med europeisk
lagstiftning mot diskriminering och rattspraxis?

» Hur definieras acceptabla nivaer av "kvarvarande risk” fér diskriminering?

» Hur definieras systemens avsedda andamal, forvdntade noggrannhetsniva
och férutsebara missbruk?

» Hur méts och minskas risker for diskriminering och dess effekter med avseende
pa grupper som skyddas av europeisk lagstiftning mot diskriminering?

» Hur definieras sérskilda grupper i den tekniska dokumentationen, riskhante-
ringen och konsekvensbeddmningarna?

» Har intersektionell diskriminering beaktats pa ett adekvat satt?

» Omfattar de tekniska gruppdefinitionerna hela den befolkning som skyddas
av de forbjudna diskrimineringsgrunderna?

Det ar viktigt att vara uppmarksam pa dessa fragor for att forhindra att etiska och
grundldaggande rattigheter tvattas bort.

Detta ar en utmaning for likabehandlingsorganen som kan beh&va soka ny expertis,
kunskap och resurser for att ta itu med dessa fragor. Att uppratta robusta samarbets-
mallar med relevanta myndigheter (marknadskontrollmyndigheter, gemensamma
kontaktpunkter, Al-byran osv.) och organ med kompletterande sakkunskap (data-
skyddsmyndigheter, ombudspersoner, konsumentverk osv.) samt relevanta tredje
parter (forskare, civilsamhallesorganisationer [CSO:er] osv.) kan hjéalpa likabehand-
lingsorganen att ta sig an utmaningen med sakkunskap och resurser.
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Sammanfattning -
Anvandning av Al i belgisk
offentlig forvaltning

och policyrekommenda-
tioner om algoritmisk
diskriminering

Sammanfattningen dr baserad pé rapporten om rddande férhdllanden och analys av
brister, déir den belgiska delen férfattades av Ine van Zeeland.?®

Anvandning av Al inom offentlig forvaltning

Den belgiska offentliga forvaltningen anvénder flera applikationer for artificiell
intelligens (Al) och har flera pagdende Al-projekt, till exempel inom polis-, finans-,
rekryterings- och utbildningssektorerna. Eftersom det inte finns ndgot heltdckande
offentligt register 6ver dessa system &r det inte magjligt att gora en fullstandig och
sammanhdngande kartlaggning av anvandningen av Al och automatiserat besluts-
fattande (ADM) inom offentliga tjdnster i Belgien. Federal Public Service Policy and
Support (FPS BoSA) ar vard for ett Al-observatorium som har inlett arbetet med att
samla in information om anvandningen av Al- eller ADM-system i offentliga tjanster
i Belgien. Liknande insatser for att samla in information genomfoérs eller planeras av
andra organ, till exempel FARI Institute for Brussels och FPS sociala trygghetssystem.

Lagstiftning och relevant rattspraxis

EU:s Al-férordning utgor tillsammans med europeisk och belgisk lagstiftning mot
diskriminering och dataskyddslagstiftning ett rattsligt ramverk for att hantera algo-
ritmisk diskriminering. Belgiens rattspraxis om Al, ADM och diskriminering ar relativt
ny. | rapporten om radande férhallanden och analys av brister identifierades nagra
fall som var relevanta for amnet, till exempel domstolens beslut i C-817/19 Ligue
des droits humains ASBL v. Conseil des ministres,* som tog stallning till spanningen

28. Detta aren konfidentiell rapport som granskar hur Al- och ADM-system anvands inom den offentliga
sektorn i Belgien, utvérderar Al-relaterade rattsliga och politiska ramverk ur ett jamstalldhets- och
icke-diskrimineringsperspektiv och ger rekommendationer till myndigheter och beslutsfattare.

29. C-817/19 Ligue des droits humains ASBL v. Conseil des ministres EU:C:2022:491.
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mellan automatiserad databehandling genom maskininlarningsalgoritmer och
icke-diskriminering.

Nar det galler dataskydd har tvistemalsavdelningen GBA-APD avgjort tva mal som
ror ADM-system med potentiell relevans for motverkande av diskriminering; det
ena malet gallde kreditbedémning av ett bildelningsforetag® och det andra géllde
utvecklingen av en algoritmisk modell baserad pa betalkortsdata.®' | bada fallen
avsag dock besluten i tvistemalsavdelningen GDPR-krav som inte hade ndgon direkt
koppling till diskriminering. Overlag kan det finnas oupptéckta rattsfall dar Al- och
ADM-system ger upphov till ojamlik behandling. Ar 2022 avgjorde férstainstans-
ratten i Bryssel ett mal om indirekt diskriminering genom ADM via skannade bilar
som anvands av parkeringsbolag.®?

Utdver EU:s regelverk ges ytterligare mojligheter att forebygga och hantera algoritmisk
diskriminering i Europaradets ramkonvention om artificiell intelligens och méanskliga
rattigheter, demokrati och rattsstatsprincipen, som 6ppnades fér undertecknande
i september 2024, dar artikel 10 om jamlikhet och icke-diskriminering forbjuder
diskriminering och kraver att stater “uppratthalla dtgarder som syftar till att dvervinna
ojamlikheter for att uppna skaliga, riktiga och rattvisa resultat”.

Brister i rdttsliga och politiska ramverk

Bristande transparens

En kritisk fraga i Belgien &r bristen pa transparens och rapportering om anvand-
ningen av Al- och ADM-system, eftersom det for narvarande inte finns ndgon formell
skyldighet for organisationer inom den offentliga sektorn att offentliggéra eller
registrera sin anvandning av Al- och ADM-system. Avsaknaden av en heltdckande
och offentligt tillganglig databas innebar risker for bade tillsyn och ansvarsskyldighet,
och skapar dessutom utmaningar for likabehandlingsorgan att 6vervaka risker
for diskriminering eller att stodja individer som riskerar att diskrimineras av sddana
system. Forskning pa omradet visar genomgaende att fall av algoritmisk diskrimi-
nering dr underrapporterade och underutredda.

Brist pa medvetenhet och ett harmoniserat tillvagagangssatt
for grundldaggande réttigheter

Trots olika utbildningar och etiska riktlinjer ar den systematiska kunskapen om risker
i samband med diskriminering begrénsad inom manga offentliga tjanster. Overlag
saknar den offentliga férvaltningen ett standardiserat tillvdgagangssatt for att bedéma
risker som ror grundlaggande rattigheter och diskriminering vid anvandning av Al
i offentliga tjanster. Det saknas ett harmoniserat tillvdgagangssatt for att inkludera

30. Décision 168/2023 du 19 décembre 2023, Chambre Contentieuse GBA-APD.

31. Décision quant au fond 46/2024 du 15 mars 2024, Chambre Contentieuse GBA-APD.

32. Mal 21/6495/C, tillgangligt pa: www.unia.be/fr/legislation-et-jurisprudence/jurisprudence/tribu-
nal-de-premiere-instance-de-bruxelles-le-2-mai-20221, hdmtat den 10 november 2025. Kdrande
i malet var en person med funktionsnedséattning och Collectif accessibilité Wallonie Bruxelles
(CAWaB), med stod av det interfederala likabehandlingsorganet Unia.
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perspektiv fran berérda grupper eller individer och experter pa grundlaggande
rattigheter i utformning, utveckling och tillhandahallande av Al- och ADM-system.

Fragmenterat landskap for tillsyn

Belgien har ett institutionellt komplext tillsynslandskap, dér mandaten ar fordelade
pa federal, regional och lokal niva. Detta ger upphov till en utmaning fér harmo-
niserad tillsyn och rattsliga tolkningar och en risk fér inkonsekvent tilldampning av
Al-férordningen inom offentliga tjanster i Belgien.

Resurs- och kompetensbrister

Likabehandlingsorgan och tillsynsmyndigheter i Belgien star infor betydande
utmaningar nar det galler att ta itu med Al- och ADM-driven diskriminering pa grund
av begransade offentliga finansiella, mdnskliga och tekniska resurser.

Viktiga rekommendationer

» Uppritta ett offentligt register 6ver Al- och ADM-system: Infora en lag-
stadgad skyldighet att rapportera anvandningen av Al- och ADM-system i
offentlig sektor till ett nationellt register eller en nationell databas med en viss
niva av offentlig tillgang, utdver det EU-omfattande registret, for att sakerstalla
transparens och effektiv tillsyn.

» Inrdtta avancerade samordningsmekanismer mellan nationella behdriga
myndigheter pa olika nivaer: Underlatta och ta fram formella samarbets-
avtal for att garantera harmoniserad tillsyn och beslutsfattande av respektive
myndigheter och skapa riktlinjer fér msesidigt engagemang for att sdkerstalla
att myndigheter enligt artikel 77 i Al-férordningen och nationella strukturer
for méanskliga rattigheter proaktivt inkluderas i utredningar.

> Bilda ett natverk for att dela med sig av lovande tillvagagangssatt och
oka synergierna: Underlatta och stodja offentliga myndigheter i inrdttandet
av ett strukturellt interfederalt samarbetsnatverk for praktisk rddgivning och
vdgledning och ldrande av basta praxis. Detta kan motverka fragmenteringen
av relevant kunskap och kapacitet som behovs for att utveckla eller upphandla
Al- och ADM-system som redan i sin utformning omfattar skydd av grund-
ldggande réttigheter, eller atminstone mojliggor dvervakning av effekterna
under systemets hela livscykel. | ett sddant natverk bor det inga experter pa
hur man motverkar diskriminering och experter pa grundldaggande rattigheter
och skydd av personuppgifter.

» Sakerstdlla processuella garantier for att géra provning mer effektiv i fall
som ror Al- eller ADM-system, inbegripet att dndra lagstiftningen mot
diskriminering vid behov: Inféra omvand bevisborda med ett antagande
om algoritmisk bias som hjalper individer som annars star infér ndstan omoj-
liga bevishinder. Vid behov bor lagstiftningen mot diskriminering dndras for
att stodja detta antagande. Samtidigt bor det bli lattare for allmédnnyttiga
organisationer att inleda kollektiva prévningsforfaranden i sasmmanhang som
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rekrytering, hélso- och sjukvard och social trygghet, vilket &r vanligt nar det
galler konsumentinriktade regleringar och klagomalsforfaranden.

» Genomfora och publicera sammanfattningar av konsekvensbedémningar
av grundldaggande rattigheter: Inféra ett harmoniserat tillvagagangssatt for
konsekvensbeddmningar avseende grundlaggande rattigheter (FRIA). Dessa
bor tillampas i alla organisationer inom den offentliga sektorn och inbegripa
perspektiv fran berorda grupper och likabehandlingsorgan. Dessutom bor
sammanfattningarna av FRIA offentliggoras.

» Inkludera motverkan av diskriminering i offentlig upphandling av Al- och
ADM-system: Sdkerstdlla att krav pa att motverka diskriminering integreras
i offentlig upphandling av Al och ADM f6r att forbattra due diligence.

» Oka allménhetens medvetenhet om Al-anvindning och 6ka kunskapen
om Al: Kampanjer och insatser for att 6ka kunskapen om Al, bland annatinom
utbildning, bor inforas i syfte att 6ka allmd@nhetens medvetenhet om anvand-
ningen av Al i offentliga tjanster.

» Garantera likabehandlingsorganens och tillsynsmyndigheters tiligang till
tillrdckliga offentliga resurser och expertis nar det gdller Al-anvandning:
Dessa ar nddvandiga for att likabehandlingsorgan och tillsynsmyndigheter
ska kunna fullgéra sitt uppdrag enligt Al-férordningen och lagstiftningen mot
diskriminering.

» Utbilda personal inom den offentliga sektorn om Al:s och ADM:s inverkan
pa de grundlaggande rattigheterna: Utbildningen maste ga utover etik
och ta upp Al:s paverkan pa de grundlaggande réttigheterna, med sarskild
uppmarksamhet pa risker for diskriminering.

> Stdrka samarbetet mellan likabehandlingsorgan, andra offentliga insti-
tutioner och det civila samhallet: Forstarka och institutionalisera samarbete,
till exempel genom “praktikgemenskaper” som sanker trosklarna for drabbade
individer att soka stod.
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Sammanfattning -
Anvandning av Al i finsk
offentlig forvaltning
och policyrekommenda-
tioner om algoritmisk
diskriminering

Sammanfattningen dr baserad pd rapporten om radande férhdllanden och analys
av brister, dér den finska delen férfattades av Emeline Banzuzi.>

Etablerad anvandning av automatiserat
beslutsfattande, framvaxande anvandning av
artificiell intelligens inom offentlig forvaltning

| Finland har offentliga forvaltningar sedan lédnge anvant sig av system for
automatiserat beslutsfattande (ADM) for att pa ett effektivt satt hantera ett stort
antal administrativa beslut, sérskiltinom omraden som migration, polisverksamhet,
sysselsdttning och rekrytering. Anvdandningen av artificiell intelligens (Al) & daremot
fortfarande begransad, och begrdansas mestadels till anvandning av generativ Al
(GenAl) i effektivitetssyfte, till exempel Microsoft Copilot som stdd for att skriva
dokument eller anteckningar. Flera offentliga myndigheter utforskar eller testar
Al-applikationer, daribland finska migrationsverket (Migri), som 6vervdger att anvanda
Al for oversattning fran tal till text; den finska polisen, som anvander Al for att lasa av
registreringsskyltar; och Helsingfors stad, som testar "Helsinki GPT", ett Al-verktyg for
automatisk kategorisering och prioritering av kundfeedback och generering av svar.

Rattslig och institutionell ram

EU:s Al-férordning utgor tillsammans med europeisk och finsk lagstiftning mot
diskriminering och dataskyddslagstiftning ett rattsligt ramverk for att hantera
algoritmisk diskriminering. Finska myndigheter férbereder sig for att anpassa sina

33. Detta aren konfidentiell rapport som granskar hur Al- och ADM-system anvénds inom den offentliga
sektorn i Finland, utvarderar Al-relaterade rattsliga och politiska ramverk ur ett jamstalldhets- och
icke-diskrimineringsperspektiv och ger rekommendationer till myndigheter och beslutsfattare.
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rattsliga och institutionella ramverk efter de skyldigheter som Al-férordningen infor.
Det finns tva pagaende lagstiftningsforslag for genomférande av Al-forordningen
i Finland. Den forsta syftar till att exempelvis reglera tillsynen av vissa Al-system
och verkstalligheten av boter samt att i nationell lagstiftning utse de behériga
myndigheterna och en gemensam kontaktpunkt i enlighet med Al-férordningen.
Den andra syftar till att reglera till exempel inrattandet och driften av "Al-sandlador”.
Andra institutionella forberedelser omfattar inrattande av samordningsmekanismer
och klargérande av tillsynsroller.

| Finland regleras anvandningen av ADM separat i forvaltningslagen, som endast
tilldter anvandning av ADM under omstédndigheter dér det inte krdvs nagon bedémn-
ing i det enskilda fallet for beslutet eller dér en tjdnsteman sjalv avgor de delar som
forutsatter arendespecifikt Overvdgande. ADM maste baseras pa forutbestamda
regler av en fysisk person.

Diskriminerings- och jamlikhetslagstiftningen i Finland ar relativt omfattande,
eftersom den starker framjandet av jamlikhet snarare an att enbart fokusera pa
att forhindra diskriminering. Skyldigheten att framja jamlikhet kraver att offent-
liga myndigheter vidtar aktiva och forutseende atgarder for att sakerstalla lika-
behandling, och denna skyldighet galler dven utformning, utveckling och anvand-
ning av Al- och ADM-system. Utover EU:s regelverk ges ytterligare mojligheter att
forebygga och hantera algoritmisk diskriminering i Europarddets ramkonvention om
artificiell intelligens och manskliga rattigheter, demokrati och rattsstatsprincipen,
som oppnades for undertecknande i september 2024 och undertecknades av EU,
dar artikel 10 om jamlikhet och icke-diskriminering férbjuder diskriminering och
kraver att stater "uppratthalla dtgarder som syftar till att dvervinna ojamlikheter for
att uppna skaliga, riktiga och rattvisa resultat”.

Den enda kdnda domen som ber6r diskriminering och ADM i Finland &r ett mal
som inbegriper ett foretag som tillhandahaller finansiella tjdnster dér den finska
diskriminerings- och jamstalldhetsnamnden alade féretaget att upphora med
anvandningen av statistisk kreditvarderingsmetod som byggde pa forbjudna
diskrimineringsgrunder, némligen bostadsort, alder och kon.**

Brister i rdttsliga och politiska ramverk

Behovet av en standardiserad metod for att bedoma konsekvenser
for jamlikhet och icke-diskriminering

Rapporten visar att konsekvensbedéomningar avseende jamlikhet och icke-diskri-
minering inte genomfors systematiskt for Al- eller ADM-system, trots att offentliga
myndigheter enligt lag ar skyldiga att framja jamlikhet och bedéma konsekvenserna
for jamlikhet. Ett nationellt bedomningsramverk som tagits fram inom ramen fér den

34. Beslut216/2017 av diskriminerings- och jamstélldhetsnamnden i Finland. Tillganglig pa: www.yvtltk.
fi/material/sites/ytaltk/tapausselosteet/zedi26zya/Decision_YVTItk_xx16_2017_Multiple_discrimi-
nation_in_the_assessment_of_creditworthiness.pdf, hdmtad den 10 november 2025.
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finska regeringens analys-, bedémnings- och forskningsverksamhet® tillhandahaller
dock ett befintligt verktyg for bedémning av Al-system. Det behdvs en gemen-
sam metod fér konsekvensbedémningar avseende jamlikhet och grundlaggande
rattigheter for att sakerstélla att jamlikhetsaspekter integreras pa ett konsekvent
satt under hela livscykeln for Al- och ADM-system. Diskrimineringsombudsmannen
har uppmanat regeringen att se till att offentliga myndigheter har en effektiv och
systematiskt tillampad metod for att bedéma konsekvenser for jamlikhet, bland
annat vid offentlig upphandling.3®

Bristfallig medvetenhet om risker for diskriminering

Aven om tjanstemin pé offentliga myndigheter har fatt utbildning och tagit fram
etiska riktlinjer hade de gynnats av ytterligare resurser, mer riktad utbildning och
en djupare forstaelse for algoritmisk diskriminering samt lagar mot diskriminering
som en del av skyldigheterna i fraga om grundldaggande rattigheter.

Begrdnsade resurser och brist pa manniskorattsbaserad teknisk
expertis hos likabehandlingsorgan och tillsynsmyndigheter

Likabehandlingsorgan och andra myndigheter som ansvarar for tillsyn av grund-
ldggande rattigheter forvantas spela en storre roll enligt artikel 77 i Al-férordningen,
och fa befogenheter att begara tillgang till dokumentation och tester av hogrisksystem.
Deras férmaga att uppfylla denna utdkade roll kan dock hindras av begransade
manskliga, tekniska och ekonomiska resurser, dven om anvandningen av Al-system
Okar och allmanhetens medvetenhet och Al-kunskaper fortfarande ar begransade.
Dessutom kravs betydande kunskaper om skydd av grundldaggande rattigheter,
inklusive identifiering och bedémning av olika former av diskriminering, hos alla
aktorer med tillsynsuppgifter enligt Al-férordningen. Resurserna bor ocksa utdkas
for att sakerstalla en effektiv forebyggande mekanism for att skydda jamlikheten
innan riskerna for diskriminering materialiseras.

Avsaknad av ett offentligt och harmoniserat register over
Al- och ADM-system

Det finns ingen enskild offentlig nationell databas som sammanstaller information
om anvandningen av Al- eller ADM-system inom den finska offentliga férvaltningen.
Anvéndningen av ADM styrs dock av forvaltningslagens krav pa 6ppenhet: myndigheter
maste publicera allmén information om anvandningen av ADM pa sina webbplatser
och informera enskilda personer nar beslut som rér dem har fattats genom ADM.
Aven om myndigheterna maste publicera information om sddan anvéndning pa sina
egna webbplatser dr denna information fortfarande fragmenterad.

35. Ojanen A. et al. (2022), "Promoting equality in the use of Artificial Intelligence — An assessment
framework for non-discriminatory Al’, policyversikt 2022:25.

36. "Diskrimineringsombudsmannens rekommendationer for regeringsprogrammet 2023-2027"
(finskt original Yhdenvertaisuusvaltuutetun suositukset hallitusohjelmaan 2023-2027), som
finns tillganglig pa: https://yhdenvertaisuusvaltuutettu.fi/documents/25249352/143315235/
Yhdenvertaisuusvaltuutetun+suositukset+hallitusohjelmaan-+(PDF).pdf/dd8d4ddf-2ab7-9c25-
437d-c6619da62712/Yhdenvertaisuusvaltuutetun+suositukset+hallitusohjelmaan+(PDF).
pdf?t=1681804769918, hamtad den 10 november 2025.
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Fragmenterad tillsyn och institutionell samordning

Tillsynsansvaret ar for narvarande fordelat pa flera myndigheter som agerar som
nationella behdriga myndigheter, t.ex. marknadstillsynsmyndigheter och myndigheter
for grundlaggande rattigheter. Samtidigt som denna uppdelning sakerstaller att
tillsynen tacks mellan olika sektorer riskerar den ocksa att leda till inkonsekventa
tolkningar och brister i efterlevnaden av skyddet for de grundldaggande rattigheterna,
sarskilt om samarbetsmekanismerna inte ar formaliserade och myndigheterna inte
har tillracklig sakkunskap om hur diskriminering motverkas.

Viktiga rekommendationer

» Sakerstilla tillracklig medvetenhet om och tillampning av lagstiftning mot
diskriminering, inklusive framjande av likabehandling: Detta kan uppnas
genom att sakerstalla tillracklig sakkunskap om hur diskriminering motverkas
och forhindras, tillhandahalla utbildning och forbattra medvetenheten om
och forstaelsen for dessa skyldigheter bland behériga myndigheter. Tillrécklig
kunskap och vagledning i arbetet mot diskriminering bor ocksa ges till dem
som deltar i eller 6vervakar upphandlingar och tilldelning som rér inkép och
anvandning av Al.

» Infora ett standardiserat ramverk for konsekvensbedomningar av lika-
behandling och grundldggande riattigheter i Al-systemens processer: Sddana
bedémningar bor tillampas av alla offentliga myndigheter, med deltagande av
likabehandlingsorgan, civilsamhallet och berérda grupper. Sammanfattningar
av utvdrderingar bor publiceras for att 0ka ansvarsskyldigheten.

» Oka resursfordelningen till likabehandlingsorgan och tillsynsmyndig-
heter: Nationella beh6ériga myndigheter som ansvarar for verkstéllandet
av Al-férordningen bor ges tillrackliga resurser for att effektivt kunna
utfora sina tillsynsuppgifter och pa ett meningsfullt satt delta i den nationella
styrningsramen for Al.

» Uppritta ett nationellt offentligt register 6ver Al- och ADM-system
som anvands av offentliga myndigheter, som komplement till den
EU-omfattande databas som foreskrivs i Al-forordningen: Ett sddant register
bor 6ka transparensen, stddja tillsynen och hjalpa likabehandlingsorgan och
allmanheten att dvervaka risker for diskriminering.

» Standardisera mekanismerna for samordning och samarbete mellan
behdriga myndigheter, bland annat nér det géller skydd och framjande av
jamlikhet: Detta bor innefatta att forse behdriga myndigheter med tillracklig
expertis inom likabehandling och motverkande av diskriminering for att sdker-
stdlla ett enhetligt verkstallande av Al-férordningen. Det &r viktigt att starka
samarbetet mellan Diskrimineringsombudsmannen och Dataskyddsombuds-
mannen ndr det galler algoritmisk diskriminering, eftersom fall inom detta
omrade kan 6verlappa ratten till icke-diskriminering och den registrerades
rattigheter.
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Sammanfattning -
Anvandning av Al i
portugisisk offentlig
forvaltning och policy-
rekommendationer om
algoritmisk diskriminering

Sammanfattningen dr baserad pd rapporten om rddande férhallanden och analys
av brister, ddr den portugisiska delen férfattades av Eduardo dos Santos.”

Anvandning av artificiell intelligens
inom offentlig forvaltning

| Portugal &r anvdndningen av artificiell intelligens (Al) i sin borjan, men 6kar gradvis
genom pilotinitiativ och digitaliseringsinsatser. Den nationella portalen foér offentlig
upphandling listar t.ex. 119 Al-relaterade kontrakt sedan 2009, varav nastan hélften
tilldelas enbart under 2023 och 2024.% Al tillampas inom sektorer som rattsvasende
och sjukvard och flera offentliga myndigheter har lanserat Al-chattbottar for virtuell
hjdlp med olika tjanster.

Rattslig och institutionell ram

EU:s Al-férordning utgor tillsammans med europeisk och portugisisk lagstiftning
mot diskriminering och dataskyddslagstiftning ett réttsligt ramverk for att hantera
algoritmisk diskriminering. Utover EU:s regelverk ges ytterligare mojligheter att
forebygga och hantera algoritmisk diskriminering i Europaradets ramkonvention om
artificiell intelligens och manskliga rattigheter, demokrati och rattsstatsprincipen,
som 6ppnades for undertecknande i september 2024, dér artikel 10 om jamlikhet
och icke-diskriminering forbjuder diskriminering och kraver att stater "uppratthalla
atgarder som syftar till att 6vervinna ojamlikheter for att uppna skaliga, riktiga och
rattvisa resultat”

37. Detta aren konfidentiell rapport som granskar hur Al- och ADM-system anvénds inom den offentliga
sektorn i Portugal, utvdrderar Al-relaterade rattsliga och politiska ramverk ur ett jamstalldhets- och
icke-diskrimineringsperspektiv och ger rekommendationer till myndigheter och beslutsfattare.

38. Portal Base, som finns tillgéanglig pa: www.base.gov.pt, hdmtad den 10 november 2025.
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| Portugal intraffade ett anmarkningsvart rattsfall som rorde algoritmiskt besluts-
fattande 2021, nar det offentlig-privata flygbolaget TAP anvidnde en algoritm for
att valja ut upp till 500 anstadllda for uppsagning baserat pa parametrar som produk-
tivitet, franvaro, erfarenhet, arbetsinsats, kostnad och kvalifikationer. Arbetstagarna
kritiserade bristen pa transparens, eftersom viktningen av varje kriterium inte offent-
liggjordes. Ar 2023 forklarade Lissabons arbetsdomstol, i ett fall med 23 anstallda,
att den kollektiva uppsagningen var olaglig.

Den portugisiska regeringen har antagit flera strategiska instrument for att framja
digitalisering och ansvarsfull anvéndning av Al till 2030, t.ex. den nationella strategin
for artificiell intelligens® som publicerades 2019 som en del av det nationella initi-
ativet for digital kompetens (INCoDe.2030) och den nationella digitala strategin.*
| rapporten om radande férhallanden och analys av brister konstateras dock att
det stora antalet strategier, planer och agendor under arens lopp kan vara kontra-
produktivt om de inte samordnas och integreras pa ratt satt.

Ar 2024 inrattade Portugal radet for digital offentlig forvaltning med en sarskild
teknisk arbetsgrupp for artificiell intelligens med malet att dvervaka genomférandet
av Al-férordningen. Den tidigare myndigheten for administrativ modernisering, som
omstrukturerades till myndigheten for teknisk reform av staten 2025, har ocksa en
central roll. De sakerstaller ansvarsfull anvandning av digitala system och Al-system
i offentlig férvaltning. Offentliga organ som avser att kdpa in varor eller tjanster
inom detta omrade, inklusive Al-system, bor informera myndigheten och kan bli
foremal for dess bedémning. Myndigheten har tagit fram en vagledning om Al i
offentlig férvaltning och ett riskbeddmningsverktyg som omfattar vissa frdgor om
etik, jamlikhet och inkludering.

Brister i rattsliga och politiska ramverk

Begrdnsad transparens och avsaknad av ett nationellt register 6ver Al
och automatiserat beslutsfattande

Det finns inget omfattande offentligt register 6ver de system for Al eller automatiserat
beslutsfattande (ADM) som anvdnds inom den portugisiska offentliga férvaltningen.
For narvarande finns det ingen offentlig mekanism som gor det méjligt for medborgare
eller tillsynsorgan att identifiera vilka Al- eller ADM-system som anvands av offentliga
organ. Denna brist pa transparens kan gora det svart att bedéma de potentiella
diskrimineringsriskerna och skadorna fran sddana system.

Organ for grundlaggande rattigheter och likabehandling utesluts
fran Al-forordningens styrningsram

Portugals forteckning 6ver utsedda myndigheter enligt artikel 77 i Al-férordningen
omfattar totalt 14 organ: de allménna inspektionsmyndigheterna for finans, forsvar,

39. National Artificial Intelligence Strategy, som finns tillganglig pa: www.incode2030.gov.pt/en/
estrategia-nacional-de-inteligencia-artificial-en, hdmtad den 10 november 2025.

40. Portugal Digital Strategy — The key to simplification, som finns tillganglig pa: https://digital.gov.pt/
documentos/portugal-digital-strategy, hdmtad den 10 november 2025.
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rattsvasende, intern administration och utbildning, samt sektoriella tillsynsmyndig-
heter som nationella kommunikationsmyndigheten, myndigheten for livsmedels-
sakerhet och ekonomisk sakerhet, och myndigheten for arbetsmiljo. Inga institutioner
for grundlaggande rattigheter, likabehandlingsorgan eller ombudspersoner ingar
som enheter som "skydd av grundldaggande rattigheter, inbegripet ratten till icke-
diskriminering”i enlighet med artikel 77. Avsaknaden av sddana organ vacker farhdgor
om hur potentiella fall av algoritmisk diskriminering kommer att hanteras i enlighet
med EU-rdtten och nationell rédtt, samt hur personer som utsatts for diskriminering
konsekvent kan begara rattslig provning enligt Al-forordningens styrningsramverk.

Fragmenterade tillsyns- och samordningsmekanismer

Ansvaret for Al-styrning ar fordelat 6ver flera myndigheter och det finns inga
strukturerade kommunikationskanaler mellan dessa organ och institutioner med
mandat inom manskliga rattigheter eller jamlikhet, till exempel ombudspersonen
eller likabehandlingsorgan som kommissionen for medborgarskap och jamstalldhet
(CIG). Avsaknaden av en samarbetsmekanism gor det svart att identifiera och dtgarda
eventuella dverlappningar eller brister i tillsynen, sarskilt nar det géller grundlaggande
rattigheter och skyldigheter inom icke-diskriminering.

Begransad medvetenhet, resurser och teknisk kapacitet

| Portugal ar hansyn till jamlikhet och méanskliga rattigheter annu inte systematiskt
integrerade i utformningen av Al eller i upphandlingsprocesser, och inte heller
i anvéndningen av Al i den offentliga forvaltningen. Likabehandlingsorgan och
andra behdriga institutioner har begransade majligheter att anvanda tillracklig
teknisk expertis inom Al och saknar de resurser som kravs for att delta i tekniska
utvarderingar av Al-system for att stodja individer som kan pdverkas av diskrimi-
nering. Kommissionen fér medborgarskap och jamstalldhet och andra relevanta
organ star infér resursbegransningar som hammar deras formaga att ta itu med nya
utmaningar, liksom begransade befogenheter (det vill siga avsaknad av utrednings-
och processuella mandat), vilket begransar deras formaga att ta itu med fragor om
algoritmisk diskriminering.

Viktiga rekommendationer

» Uppritta ett offentligt register 6ver Al- och ADM-system som anvands
i offentlig forvaltning: Att infora en skyldighet for offentliga myndigheter att
rapportera och dokumentera Al-system i ett centraliserat register hade 6kat
transparensen, underldttat tillsyns- och likabehandlingsorganens éversyn och
Okat allmdnhetens fértroende.

» Stdrka likabehandlingsorganens utrednings- och verkstallighetsbefogen-
heter och inkludera organ for grundldaggande rattigheter och likabehand-
ling som nationella organ enligt artikel 77: Mot bakgrund av inforlivandet av
EU:s direktiv om standarder for likabehandlingsorgan,*' hade detta starkt dessa
institutioner och méjliggjort proaktiv dvervakning, inblandning i Al-styrning

41. Direktiv EU 2024/1499 och direktiv EU 2024/1500.
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och effektiv efterlevnad av skyldigheter att motverka diskriminering enligt
bade europeisk och nationell lagstiftning.

» Fram till dess att organ for grundldggande réattigheter och likabehandling
har utsetts till organ enligt artikel 77, klargdra institutionernas mandat
och stiarka samordningen mellan myndigheter: Genom att faststalla tydliga
ansvarsomraden och formella samarbetsmekanismer mellan likabehandlings-,
dataskydds- och konsumentskyddsmyndigheter finns det mgjlighet att sdkra
ett enhetligt informationsutbyte och verkstallande av Al-férordningen.

» Skapa ett harmoniserat ramverk for att bedoma konsekvenserna for
jamlikhet, jamstalldhet och grundldggande rattigheter, med utgangspunkt
i de nationella Al-relaterade strategierna, viagledning fran Agency for
Administrative Modernisation och Al-forordningen: Detta ramverk skulle
utveckla ett standardiserat nationellt tillvdgagangssatt for att vagleda offentliga
myndigheter i utvarderingen av riskerna med algoritmisk diskriminering och
sakerstalla en konsekvent tilldmpning av skyddsatgdrder i den offentliga sektorn.

» Tillhandahalla program for utbildning och kapacitetsuppbyggnad om
grundlaggande rattigheter for offentliga tjanstemdn och behériga
myndigheter enligt Al-forordningen: Riktade utbildnings- och kapacitets-
uppbyggnadsinsatser bor genomféras for att ge myndigheter mojlighet att
identifiera och atgarda algoritmisk diskriminering, inklusive kénsbaserad
diskriminering.

» Inforliva principer om att motverka diskriminering och framja jamstélldhet
pa ett mer framtradande satt i offentlig upphandling av Al- och ADM-
system: Detta inkluderar fortsatt 6vervakning av Al-system med regelbundna
revisioner medan de utvecklas och anvands.

» Framja Al-kunskap och bedriva kampanjer for att 6ka allméanhetens med-
vetenhet: Det maste tas fram medvetenhetskampanjer och utbildningsmaterial
for att informera allmanheten om hur Al anvands i offentlig forvaltning, dess
potentiella effekter och tillgangliga provningsmekanismer. Starkta Al-kunskaper
hade Okat transparensen och ansvarstagandet i anvandningen av dessa system.

> Sdkerstilla tillrdcklig finansiering och teknisk Al-expertis for likabehand-
lingsorgan: Likabehandlingsorganen maste fa tillrdcklig finansiering och
specialiserad teknisk Al-expertis for att ta itu med algoritmisk diskriminering.

» Utforska hur regeringens pagaende initiativ for att utveckla en ny gene-
ration av flerkanaliga, manniskocentrerade offentliga tjanster under
plattformen gov.pt gor det méjligt for medborgare att lamna in klagomal
och anmiérkningar gillande Al-driven diskriminering.
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Den 6kande integreringen av artificiell intelligens (Al) i olika tillampningar
inom ett brett spektrum av sektorer innebdr betydande utmaningar for
skyddet av grundldggande rattigheter. Bland dessa framtrader algoritmisk
diskriminering som ett sarskilt angeldget problem. Empirisk forskning
har visat att algoritmisk partiskhet inte bara aterspeglar utan ocksa forvarrar
befintliga sociala ojamlikheter i stor skala, sarskilt inom omraden dar
algoritmisk beslutsfattande ar vanligt forekommande - sasom polisarbete,
sysselsattning, utbildning och forsikring. Ar 2024 antog bade Europeiska
unionen och Europaradet banbrytande rattsliga instrument: EU:s
Al-forordning (férordning 2024/1689) och Europaradets ramkonventionen
om artificiell intelligens och manskliga rattigheter, demokrati och
rattsstatsprincipen. | denna rapport undersdks hur dessa nya rattsliga
instrument bidrar till att starka skyddet mot algoritmisk diskriminering
i Europa och bedoms de luckor som fortfarande paverkar dessa rattsliga
ramar. Rapporten syftar ocksa till att spara och sammanfatta de senaste
utvecklingen for att forse relevanta aktorer, saésom likabehandlingsorgan,
med verktyg for att anpassa sig till ett foranderligt rattsligt landskap och,
dar sa ar relevant, ingripa i pagaende utvecklingar.
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