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Executive summary

The second monitoring round of the implementation of the Lanzarote Convention
focuses on the protection of children against sexual exploitation and sexual abuse facilitated
by information and communication technologies (ICTs). The resulting report assesses the
situation in the 43 states which were parties to the convention at the time the monitoring
round was launched.!

This report, adopted in March 2022, addresses the challenges raised by child self-
generated sexual images and/or videos (CSGSIV). It contains a first chapter dedicated to
children’s views on some specific issues of its monitoring work, and 10 thematic chapters, each
providing a comparative overview of the situation in the monitored parties. The report more
specifically examines parties’ legal frameworks (Chapter 1l); investigations and prosecution
(Chapter Ill); jurisdiction rules (Chapter IV); and their engagement in international co-operation
(Chapter V). It also assesses the processes in place to assist victims (Chapter VI); involve and co-
operate with civil society (Chapter VII); raise awareness (Chapter VIIl); and educate children
(Chapter IX). Finally, the report analyses the measures taken by parties with regard to higher
education curriculums and the continuous training of people working with and in contact with
children (Chapter X); and the research conducted on sexual exploitation and sexual abuse
facilitated by ICTs (Chapter XI).

The contribution of children to the report? provides a concrete insight into their
understanding of the challenges raised by the increase in child self-generated sexual images
and/or videos. The questions children were invited to consider were structured around three
main themes: the awareness-raising or educational activities, tools, materials and measures;
the national curriculum; and the assistance to victims. The key messages resulting from
children’s participation in the monitoring are reflected throughout the whole report and
several recommendations that the Lanzarote Committee addresses to parties are based on
their specific input. For instance, the children consulted recommended video formats and social
media as ways of raising awareness of the risks of sexual exploitation and sexual abuse that
they may face online, in particular when generating and/or sharing sexual images and/or videos
of themselves. On this basis, in recommendation VIII-3, the committee invites parties to
develop new awareness-raising tools, materials and activities, if necessary, concentrating on
videos and distribution through social media. Similarly, the children consulted recommended
involving parents in the prevention of child sexual exploitation and sexual abuse of children.
Accordingly, in recommendation IX-8, the committee invites parties to ensure that parents,
caregivers and educators are involved, where appropriate, in the provision of information to
children on these issues.

1. This second monitoring round concerns the following 43 parties: Albania, Andorra, Austria, Belgium, Bosnia and
Herzegovina, Bulgaria, Croatia, Cyprus, the Czech Republic, Denmark, Estonia, Finland, France, Georgia, Germany,
Greece, Hungary, Iceland, Italy, Latvia, Liechtenstein, Lithuania, Luxembourg, Malta, the Republic of Moldova,
Monaco, Montenegro, the Netherlands, North Macedonia, Norway, Poland, Portugal, Romania, the Russian
Federation, San Marino, Serbia, the Slovak Republic, Slovenia, Spain, Sweden, Switzerland, Turkey and Ukraine.
2. Contributions were received from children from 10 parties to the convention, with a total of 306 children
participating.
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As to parties’ legal frameworks, the committee notes that only 11 parties refer explicitly
to child self-generated sexual material. Given the particular considerations concerning whether
children are subject to criminal liability in relation to their own self-generated material, the
committee underlines the importance for parties to introduce explicit references to conduct
involving child self-generated sexual images and/or videos in their legal frameworks. In this
regard, the committee notes that a significant minority of parties have rules allowing for the
criminalisation of the production and/or the possession of sexually explicit images by children
themselves. In this context, the committee highlights that children should not be prosecuted
for possessing sexually suggestive or explicit images and/or videos depicting themselves, or
another child (when the depicted child provided his/her informed consent) and those of
another child as a result of receiving such material without actively asking for it. Moreover, the
committee notes that in the vast majority of parties, children are potentially criminally liable
for the distribution or transmission of sexually explicit images/videos that they have generated
of themselves and asks parties not to prosecute children for sharing them with another child
when the sharing is voluntary, consensual and intended solely for their own private use. The
committee also recommends that parties should create a specific incrimination to address the
sexual extortion of children or prosecute both the initial detention of the child self-generated
material and the act of extortion. The committee regrets that in only one party does using force,
threats or deception, and/or exceeding or abusing powers to obtain sexual material from a
minor, constitute a distinct criminal offence.

The committee notes that the majority of parties have specialised units dealing with
ICT-facilitated offences against children within law enforcement and have training modules in
place for law-enforcement agents, prosecutors and judges related to aspects of child sexual
exploitation and sexual abuse, but it encourages them to do more in order to ensure that
investigations and prosecution are effective, through the provision of resources and training to
the responsible authorities. In this regard, the committee encourages parties to ensure that
training on ICT-facilitated sexual offences against children, including when such offences
involve child self-generated sexual images, and/or videos and ICT-facilitated coercion or
extortion of children, is available to agents working in law enforcement, prosecution and within
courts, for those who are likely to come into contact with such cases and/or for those
specialised in dealing with such offences. The committee acknowledges the difficulties
experienced by parties in identifying perpetrators who use ICTs for the purpose of committing
sexual offences against children but asks 27 parties that are not already doing so to take the
necessary measures to ensure effective investigation and prosecution, allowing, where
appropriate, for the possibility of covert operations.

Given the transnational character of ICT-facilitated sexual exploitation and sexual
abuse, international co-operation may frequently be necessary in order to identify victims and
pursue investigations and other proceedings. Thus, the committee encourages parties to
engage in and strengthen interparty co-operation for the purpose of identifying child victims
and perpetrators of ICT-facilitated sexual offences, including, where appropriate, by providing
access to each other’s databases or shared databases. Moreover, sexual exploitation and sexual
abuse facilitated by ICTs are likely to be linked to more than one jurisdiction because of their
online component and, given the nature of offences related to child self-generated sexual
images and/or videos, it is not always evident to determine one single territory where the
offence was committed. Thus, parties should take the necessary legislative or other measures
to establish jurisdiction over transnational cases of child sexual exploitation and abuse
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facilitated by ICTs, when one of the constituent elements of the offence has taken place in their
territory. The committee also stresses that international co-operation and co-ordination
between all stakeholders is essential. While it acknowledges efforts already being made, it calls
on parties to do more to co-operate with other states, including other parties to the Lanzarote
Convention, but also countries which are not parties to the Lanzarote Convention and relevant
intergovernmental bodies on preventing and combating sexual exploitation and sexual abuse
of children, in particular in matters related to child self-generated sexual images and/or videos,
on protection and assistance to victims and on investigation and proceedings.

The committee reiterates that assisting child victims is essential. While it notes that all
parties have reporting mechanisms in place to assist child victims of sexual exploitation and
abuse and have adopted legislative or other measures to provide support, assistance and
psychological help to child victims, only a few parties have support services specifically
designed for child victims of online sexual abuse. Further, only one party has a specific law
addressing the issue of child self-generated sexual images and/or videos, and only five parties
have legislation addressing the problem of child abuse facilitated by ICTs. Therefore, the
committee calls for the availability of measures to assist child victims of sexual exploitation and
abuse facilitated by ICTs, including offences related to child self-generated sexual images
and/or videos, in their short and long-term physical and psycho-social recovery.

The committee stresses that civil society involvement in the fight against sexual
exploitation and sexual abuse of children facilitated by ICTs is paramount. It notes that most
parties support civil society stakeholders as partners in the prevention of child sexual abuse
and exploitation and victim assistance activities, and civil society prevention projects on
combating sexual exploitation and abuse facilitated by ICTs are being implemented in almost
all of them. Nonetheless, the committee underlines that parties should expand co-operation
with civil society particularly as regards the challenges raised by the exploitation of child self-
generated sexual images and/or videos.

The committee notes that the parties have generally taken measures to raise awareness
but finds that the concept of the risks that children face when they generate and/or share
sexual material of themselves is only seldom addressed directly. Moreover, it notes the lack of
public awareness programmes and the little co-ordination of awareness-raising activities locally
or nationally within the parties. The committee stresses that it is vital to make children aware
of the risks that they face when generating and/or sharing sexual images and/or videos of
themselves. It is also essential to promote awareness of these risks among parents and adults
with parental responsibilities as well as the general public. Lastly, the committee recognises the
importance of ensuring co-ordination between the bodies responsible for carrying out
awareness-raising activities. The report highlights many awareness-raising initiatives and good
practices in order to invite parties to use or adapt them or, if necessary, to develop new ones.

As regards education of children specifically, information on the prevention of sexual
exploitation and sexual abuse of children is part of the national curriculum of a majority of
parties, but only a minority explicitly address the challenges raised by child self-generated
sexual materials. Further, only two parties indicated that information given to children as part
of a national curriculum or in other, non-formal, educational settings is provided in an age-
appropriate manner. National authorities need to ensure that education and awareness raising
on topics such as prevention of sexual violence against children is appropriate for their age and
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maturity. The committee also notes the need to involve parents, carers and educators in the
prevention of child sexual exploitation and sexual abuse of children. Further, it underlines that
it is of crucial importance that persons who have regular contact with children in the education,
health, social protection, judicial and law-enforcement sectors and in areas relating to sport,
culture and leisure activities be well informed about the risks of sexual exploitation and sexual
abuse of children, both during their initial training and continuously during their careers, to
enable them to adapt to emerging trends and risks in the fight against sexual exploitation and
sexual abuse of children, including when facilitated by ICTs and with specific reference to child
self-generated sexual images and/or videos. It appears from the replies of the Parties that even
where some of the persons working in contact with children receive training or education on
the matter, only a minority of the entire workforce actually benefits from them. Parties should
thus ensure that all professionals who have regular contact with children, as well as those
working on a voluntary basis, receive such education and/or training.

The report provides an overview of the existing research on sexual exploitation and
sexual abuse facilitated by ICTs in parties, specifically on issues arising from child self-generated
sexual images and/or videos and on the psychological effects on persons whose child self-
generated materials have been shared online. Recalling that effective prevention mechanisms
and responses to tackle sexual exploitation and abuse of children require an understanding of
the characteristics and the prevalence of the phenomenon, the committee stresses that parties
should collect data and undertake research at the national and local levels, in collaboration
with civil society, for the purpose of observing and evaluating the phenomenon of child self-
generated sexual images and/or videos.

The recommendations by the committee on steps to improve or reinforce the
protection of children against sexual exploitation and sexual abuse facilitated by ICTs in the
areas covered by this report can be found at the end of each chapter. Some recommendations
are general in nature, while others are addressed to specific parties. All chapters also highlight
a number of promising practices identified by the committee that may be of inspiration to those
parties that may not have such measures in place yet.
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INTRODUCTION

Preliminary remarks

1.  Overtheyears, the Committee of the Parties to the Lanzarote Convention (the “Lanzarote
Committee” or “the committee”)® has examined a series of challenges raised by several trends
in child sexual exploitation and abuse emerging from the rapid development and increased use
of information and communication technologies (ICTs).* This work has resulted in the decision
to focus its second thematic monitoring round® on the protection of children against sexual
exploitation and sexual abuse facilitated by information and communication technologies
(ICTs). This very broad theme was then narrowed down to “Addressing the challenges raised
by child self-generated sexual images and/or videos” to enable the committee to support the
parties to the Lanzarote Convention more specifically in this regard.

2. This second monitoring round concerns the following 43 parties® that had ratified the
convention at the time the monitoring round was launched:

Albania Finland Lithuania Portugal
Andorra France Luxembourg Romania
Austria Georgia Malta Russian Federation
Belgium Germany Republic of Moldova San Marino
Bosnia Greece Monaco Serbia

and Herzegovina Hungary Montenegro Slovak Republic
Bulgaria Iceland Netherlands Slovenia
Croatia Italy North Macedonia Spain

Cyprus Latvia Norway Sweden

Czech Republic Liechtenstein Poland Switzerland
Denmark Turkey

Estonia Ukraine

3. The Lanzarote Committee oversees the monitoring of the implementation of the provisions of the Council of

Europe Convention on the Protection of Children against Sexual Exploitation and Sexual Abuse (the “Lanzarote

Convention”) by its parties. During its first meetings (September 2011 and March 2012), it decided on a thematic

monitoring approach (see Rules 24§3 and 26§3-4 of the committee’s Rules of Procedure).

4. In the context of this report, “information and communication technology (ICT)” refers to all technical means

used to handle information and aid communication, including both computer and network hardware as well as

necessary software such as mobile phones, tablets, digital cameras and any other smart devices.

5. This report is the fourth implementation report of the Lanzarote Committee since the entry into force of the

Lanzarote Convention The previous reports are:

- Protection of children against sexual abuse in the circle of trust: The framework (first implementation report
of the first monitoring round), adopted on 4 December 2015;

- Protection of children against sexual abuse in the circle of trust: The strategies (second implementation report
of the first monitoring round), adopted on 31 January 2018;

- Protecting children affected by the refugee crisis from sexual exploitation and sexual abuse (special report of
an urgent monitoring round), adopted on 3 March 2017.

6. Following the launching of the second monitoring round, five more states ratified the Lanzarote Convention,

which numbered 48 parties at the date of adoption of this report. The parties that are not covered by this second

monitoring round are: Armenia, Azerbaijan, Ireland, Tunisia and the United Kingdom. Even though Norway was

not a party at the date of the launch of the monitoring round, it nevertheless sent replies to the thematic

questionnaire and agreed to be part of the monitoring round.

11


https://rm.coe.int/CoERMPublicCommonSearchServices/DisplayDCTMContent?documentId=090000168066cf87
https://rm.coe.int/1st-implementation-report-protection-of-children-against-sexual-abuse-/16808ae53f
https://rm.coe.int/2nd-implementation-report-protection-of-children-against-sexual-abuse-/16808d9c85
https://rm.coe.int/special-report-protecting-children-affected-by-the-refugee-crisis-from/16807912a5

T-ES(2022)02_en final

3.  To launch its second monitoring round, the Lanzarote Committee required all parties to
reply to a thematic questionnaire (see Appendix I) to gather information on the issues at stake.
Parties were asked to answer the questions from a gender perspective, specifying, where
relevant, whether and how measures take into account gender-specific requirements. All the
information submitted by the parties and other stakeholders was made publicly available.”

4.  The Lanzarote Committee underlines that the replies to the thematic questionnaire were
its main source of information in the preparation of this report. In this regard, the committee
thanks those who acted as rapporteurs by examining these replies, comments and other
relevant information and prepared the preliminary observations, which constituted the basis
of this report.2

5. Moreover, the Lanzarote Committee decided, for the first time, to involve children in its
monitoring work based on guidelines drafted for the occasion.® The committee’s objective was
to obtain children’s views on a subject that is of primary relevance to them, confronted as they
are on a daily basis with the risks inherent in the self-generation of sexual images and/or videos.
Contributions from 306 children from 10 parties'® were submitted in a variety of forms, ranging
from formal reports to drawings and videos. The committee highly appreciated these
contributions and warmly thanks all the children who prepared them. Their views and
suggestions are duly reflected in this monitoring report in a dedicated chapter providing a
comparative overview of their input. This input is additionally streamlined throughout the other
chapters of the report in the description of the situation assessed, in boxes with specific
suggestions put forward by the children and finally in the committee’s recommendations
themselves.

6. Finally, the Lanzarote Committee wishes to express its gratitude also to its observers and
participants who regularly attended its meetings and provided constructive insight to its
monitoring proceedings.*! It is similarly grateful to the representatives of civil society and other
stakeholders who submitted replies to the thematic questionnaire and/or commented on the
replies sent by the parties to this questionnaire.'? In so doing, they enriched the committee’s
sources of information.

7. All replies to the thematic questionnaires are online on the website of the committee (www.coe.int/lanzarote)
under “monitoring”, “2nd monitoring round”, “State replies”, “Information submitted by civil society and other
stakeholders” and “Replies per question” and “Child participation®.

8. The rapporteurs for the different sections of this report, which are based on the replies to the various questions
(Q1 to Q16) of the thematic questionnaire, were:

Q1 Mr Mohamed Khalil Diouri (Morocco), Q2 Ms Svitlana lichuk (Ukraine), Q3 Ms Vesna Petrova (Bulgaria), Q4 Ms
Laura Puriné (Lithuania), Q5 Ms Brit Tammiste (Estonia), Q6 Mr Charlie Azzopardi and Ms Lorna Muscat (Malta),
Q7 Ms Svitlana llchuk (Ukraine), Q8 Ms Kristina Marku (“Hope For Children” CRC Policy Center), Q9 Ms Manuela
Troppacher (Austria), Q10 Ms Sandra Fischerova (the Slovak Republic), Q11 Ms Anastasia Atabekova (Russian
Federation), Q12 The Secretariat, Q13 Mr Artur Degteariov (Republic of Moldova), Q14 Ms Marlena Jukié¢ (Croatia),
Q15 Ms Tracy Sartin (United Kingdom) and Q16 Ms Maria-José Castello-Branco (Portugal).

9. It should be recalled that Article 9(1) of the Lanzarote Convention requires parties to “encourage the
participation of children, according to their evolving capacity, in the development and the implementation of state
policies, programmes or other initiatives concerning the fight against sexual exploitation and sexual abuse of
children”.

10. Bulgaria, Cyprus, Finland, Georgia, Hungary, Italy, the Republic of Moldova, Portugal, Serbia and Ukraine.
11. The Lanzarote Committee is composed of members (the representatives of the parties to the Lanzarote
Convention), participants and observers, according to Rule 2, Composition, of its Rules of procedure.

12. The information sent by civil society and other stakeholders can be found on the committee’s website.
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Theme of this monitoring round

7. The Lanzarote Committee highlights that it had already drawn attention in 2015 to the
fact that ICTs are a significant integral part of children’s lives, offering them a number of positive
opportunities, including but not limited to, communication with peers, accessing information
for educational purposes, entertainment and socialising. It had however also acknowledged
that the use of ICTs also brought some inherent risks, highlighting that sexual abuse might even
be committed online, without any meeting in person between the offender and the child.!3

8. In May 2017, just before launching this monitoring round, the Lanzarote Committee
clarified in an interpretative opinion on the applicability of the Lanzarote Convention to sexual
offences facilitated through the use of ICTs (the “interpretative opinion”) that “sexual
exploitation and sexual abuse of children facilitated through the use of ICTs refers to the means
that are being employed by the offenders targeting children in order to commit offences that
are covered by the Lanzarote Convention”. The committee further specified that the sexual
offences covered by the Lanzarote Convention “remain criminalised by national law in the same
way, whatever the means used by the offenders to commit them, be it through the use of ICTs
or not, even when the text of the Lanzarote Convention does not specifically mention ICTs”,
but also pointed out that “in implementing the Lanzarote Convention, parties should ensure
appropriate responses to technological developments and use all relevant tools, measures and
strategies to effectively prevent and combat sexual offences against children which are
facilitated through the use of ICTs”.14

9. In June 2019, having examined parties’ replies to the questions on legal issues of this
monitoring round, the committee adopted an opinion on child sexually suggestive or explicit
images and/or videos generated, shared and received by children (the “2019 opinion”)
reiterating that “children are increasingly using ICTs, in particular social media and mobile
messaging applications, to communicate and to form relationships” and pointing out that they
“also explore and express their sexuality through ICTs, including by generating and sharing
sexually suggestive or explicit images and/or videos of themselves”.> The committee
considered that this practice raises numerous challenges that parties have to address to ensure
that the best interest of the child is upheld in all circumstances. Thus, as mentioned above, it
decided to focus the second thematic monitoring round on examining the situation in parties
as regards child self-generated sexual images and/or videos, to support parties in addressing
the challenges raised by this widespread practice.

10. Assessment of the situation with respect to the above practice and the challenges it
raises, has been based on the following understanding.

11. In accordance with Article 3 of the Lanzarote Convention:
a. “child” shall mean any person under the age of 18 years;
b. “sexual exploitation and sexual abuse of children” shall include the behaviour as
referred to in Articles 18 to 23 of this Convention;

13. See, in particular, the Lanzarote Committee opinion on Article 23 of the Lanzarote Convention, Solicitation of
children for sexual purposes through information and communication technologies (Grooming), adopted on
17 June 2015.

14. See, in particular, paragraphs 10, 12 and 13 of the interpretative opinion.

15. See items a and b of the 2019 opinion.
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c. “victim” shall mean any child subject to sexual exploitation or sexual abuse.

12. In addition, in this report:

a. “child self-generated sexual images and/or videos” refers to both:

— sexually suggestive images and/or videos depicting a child in a sexually
suggestive way (for example, naked or semi-naked posing in order to provoke
some sexual arousal) made or apparently made by the children themselves
on their own initiative; and

— any material that visually depicts a child engaged in real or simulated sexually
explicit conduct or any depiction of a child’s sexual organs!® made or
apparently made by the children themselves on their own initiative.

b. “sexual extortion of children”'’ is understood as the forcing, coercing or
threatening of a child using self-generated sexual images and/or videos depicting
that child to procure:

— additional sexual images or videos;

— other sexual favours from the child depicted in the images/videos or from
another child (such as manipulating children to perform sexual acts on
themselves or others);

— a financial gain;

— any other gain (contact by peers for their sexual solicitation, forcing a child to
commit other criminal offences).

Structure of the report

13. First and foremost, this report provides an overview of the views submitted by children
as regards sexual images and/or videos generated and shared by children as well as on the risks
this practice entails. It then sets out the legal frameworks, using as a benchmark the Lanzarote
Convention as clarified by its explanatory report and the documents adopted by the committee.
It analyses the situation in the parties regarding the challenges faced in the investigation and
prosecution of offences related to the sharing of child self-generated sexual images and/or
videos, as well as the rules of jurisdiction and the functioning of international co-operation on
this issue.

14. The report then covers challenges in terms of child protection (assistance to child victims
of sexual exploitation and sexual abuse when facilitated by ICTs), civil society involvement and
co-operation, and prevention (awareness-raising or educational
activities/tools/material/measures, national curriculum, higher education curriculum,
continuous training and research) on the thematic focus of the monitoring round.

16 This definition covers Lanzarote Convention Article 20(2) material.

17 Following the indications of the Terminology Guidelines for the Protection of Children from Sexual Exploitation
and Sexual Abuse (see section 1.3 of the Legal frameworks chapter for more details) the Lanzarote Committee
prefers not to use the term “sextortion”.
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15. Each chapter of this report:

— provides a comparative overview of the situation in the 43 parties monitored listed above;

— highlights promising practices to effectively implement the convention;

— identifies shortcomings and indicates steps that parties should take to fully meet the
requirements of the convention and other documents adopted by the committee and thus
ensure an effective protection of children against sexual exploitation and sexual abuse,
including when facilitated by ICTs and to meet the challenges raised by child self-generated
sexual images and/or videos.

16. The 43 parties were monitored simultaneously, to create a momentum around specific
aspects of the monitoring theme. This report therefore does not address the situation in each
country separately. It presents an overview of the trends which emerged from a comparison of
the situation in all parties.

17. The report has two main aims, which correspond to the committee’s twofold role in

accordance with Article 41 of the convention: monitoring and capacity building. Questions

addressed to parties through the thematic questionnaire were thus of two kinds:

— monitoring questions: these aimed at gathering information to assess parties’ effective
implementation of obligations arising from the convention (Article 41(1));

— capacity-building questions: these aimed at gathering information on significant legal, policy
or technological developments (Article 41(3)).

18. It follows from the above distinction that the situation emerging from information

submitted with regard to:

— monitoring questions gave rise to recommendations requiring or requesting parties to take
certain steps to effectively implement the convention;

— capacity-building questions enabled the identification of good practices to respond to legal,
policy and technological developments. These were thus helpful to invite parties to possibly
take further steps to enhance the protection of children against sexual exploitation and
sexual abuse, including when facilitated by ICTs and particularly with respect to child self-
generated sexual images and/or videos.

19. In light of the above, in its recommendations to parties, the Lanzarote Committee used
the verbs “require”, “request” and “invite” as follows:
“Require”: when the steps the Lanzarote Committee recommends parties to take
correspond to obligations arising from the Lanzarote Convention, as clarified by its

explanatory report.

— “Request”: when the steps the Lanzarote Committee recommends parties to take
correspond to obligations arising from the Lanzarote Convention, as clarified by documents
adopted by the committee (such as previous monitoring round findings, opinions or other
documents).1®

— “Invite”: when the steps the Lanzarote Committee recommends parties to take correspond
to promising practices or other measures to enhance protection of children against sexual
violence even beyond specific requirements of the Lanzarote Convention.

18. See Rule 30 (General comments, proposals and opinions) of the Lanzarote Committee’s Rules of Procedure.
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20. Since launching the second monitoring round, the number of parties to the Lanzarote
Convention has increased to 48. The promising practices identified in this report, as well as the
recommendations addressed to all parties, should be taken into account by all parties to the
convention and may be of inspiration to any state wishing to step up protection of children
against sexual exploitation and sexual abuse on and offline.
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I.  Contribution of children to this report

I.1. Preliminary remarks and background information on the consultation
process

21. The Lanzarote Convention requires its parties to encourage children to participate “in the
development and the implementation of state policies, programmes or other initiatives
concerning the fight against sexual exploitation and sexual abuse of children”.2® Relatedly, the
Lanzarote Committee decided during its 19th meeting (October 2017) to encourage such
participation when it decided to focus its ongoing monitoring round on the “challenges raised
by child self-generated sexual images and/or videos”.

22. Guidelines for the implementation of child participation were prepared by its Secretariat
and presented to the committee at its 20th meeting (January 2018). These describe the process
of enabling children to exchange views and submit their ideas to the Lanzarote Committee with
regard to specific questions also addressed to the state authorities via the thematic
guestionnaire. The guidelines included suggestions for the adult facilitators on how to prepare
the consultations with the children.

23. The opportunity to participate in the monitoring round allowed children to express their
opinions, be heard and contribute on issues that affect them, according to their age and
maturity, as recommended in the Strategy for the Rights of the Child (2016-2021) and the
Recommendation CM/Rec(2012)2 of the Committee of Ministers to member States on the
participation of children and young people under the age of 18.

24. The consultations were based on an open, voluntary call. Children were selected
according to their motivation, the size of the final group, their age (between 11 and 18 years),
their gender, language, special needs, encouraging the participation of children in vulnerable
situations and from diverse backgrounds, and ensuring gender balance. The consultation
process was conducted by adult facilitators with experience of working with children and
adolescents and a good knowledge of children’s rights, child participation and the focus of the
monitoring round. Children were entitled to exercise their right to be heard in any form,
including through speech, drawing or video making. The consent of parents or other carers and
children was sought, and they received all relevant information (the framework, objectives,
theme of the consultation) as well as indications as to the outcome of their participation and
how their views would be taken into account.

25. Contributions were received from children from 10 different parties to the convention,
with a total of 306 children participating. Although this participation is only a sample of the
diversity of children’s views on the subject of child self-generated sexual images and/or videos,
it provides an authentic and highly informative insight into the situation experienced daily by
those concerned. Diverse in form, content and direction, it illustrates a sincere commitment to
respect and promote the right of children to be heard.2°

19. Article 9(1), Lanzarote Convention.
20. The compilation gathering the original contributions received by children in the context of the Lanzarote
Committee’s second monitoring round (the compilation) is available at: Child participation (coe.int).

17


https://rm.coe.int/guidelines-for-implementation-of-child-participation-in-the-2nd-monito/16808a3956
http://rm.coe.int/thematic-questionnaire-for-the-2nd-monitoring-round-on-the-protection-/168075f307
http://rm.coe.int/thematic-questionnaire-for-the-2nd-monitoring-round-on-the-protection-/168075f307
https://rm.coe.int/168066cff8
https://rm.coe.int/168046c478
https://rm.coe.int/168046c478
https://www.coe.int/en/web/children/child-participation1

T-ES(2022)02_en final

CHILDREN PARTICIPATING BY PARTY

82
29
23

ALBANIA BULGARIA CYPRUS GEORGIA HUNGARY PORTUGAL REP. OF SERBIA UKRAINE ITALY
MOLDOVA

1.2. Analysis of the children’s findings

26. The Lanzarote Committee decided to take stock of their views by highlighting them
throughout this implementation report. The reader will thus find thematic boxes underlining
areas of interest and/or concerns for children, and some of the recommendations addressed
to parties in this report are based on their suggestions. This section is intended to provide the
reader with a general idea of how the challenges related to self-generated sexual images and/or
videos are perceived by children themselves.

27. Children’s contributions have highlighted several general concerns that could influence
their online safety and well-being. For instance, a different understanding of the term “child”:
in Serbia, a majority believe that the term “child” refers to persons under 18 years of age;
however, several children consider a “child” to be under the age of 14 or 16, which could
influence attitudes to child sexting and victims of sexual abuse and exploitation.?! There are
also differences in perception. Some children still perceive other children who send private
photos of themselves to be “naive and superficial”,?? and girls are most likely to be more badly
perceived than boys.??

28. The questions children were invited to consider to support the Lanzarote Committee’s
monitoring work have been structured around three main themes: the awareness-raising or
educational activities, tools, materials and measures; the national curriculum; and the
assistance to victims.

1.2.1. Awareness-raising or educational activities/tools/materials/measures

29. Although children increasingly share self-generated sexual images and/or videos of
themselves, the contributions show that most of them have not been informed of the
safeguards surrounding this practice that could enable a reduction in the risk of sexual abuse
and exploitation.

21. Serbia’s contribution, page 36 of the compilation.
22. See, for instance, Italy, page 60 of the compilation.
23. See, for instance, Italy, page 7, and Serbia, page 41 of the compilation.
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30. In Portugal, it was noted that some vulnerable children are less likely to have heard at
school about posting self-generated images and/or videos online.?* In Serbia, very few children
have ever seen a campaign, advertisement, poster, video, film or anything else about the risks
associated with sharing these types of material. The only way they could find out about this
was through television programmes, which are generally not age-appropriate (for example, in
the film Taken).?> In Ukraine, there is still a persistent taboo surrounding this subject. The
children think that this is related to the old message “There is no sex in the USSR”. In their
experience, they cannot discuss this subject with their parents and teachers, because sexuality
is considered immoral and is therefore not taught in classrooms.?6 Furthermore, they regret
that adults are not sufficiently aware of the new means of communication used by criminals,
such as online games, and of the children’s skills in the online environment.?? In Italy, children
are generally not familiar with the rules for displaying photos and videos on the internet. They
are however aware of the practice of reporting inappropriate content.28

31. Suggestions were also made on this
It is not the prohibitions that make us  subject. Regarding the form of the prevention

grow, but the dialogue.  campaigns they would like to see carried out,
some children suggested that they could take
the form of open events with music so as to
attract people of all ages, where different
messages would be provided through
informative leaflets and attractive video clips,? that they should take the form of video spots
and be published on online tools such as Facebook, YouTube and Instagram and other websites
popular among adolescents, or even through vocal or SMS messages sent by mobile phone
operators.3® A cartoon or television programme designed for children could be broadcast to
promote sex education (with clear information provided and not too long) or a specialist
YouTube channel could be created.3! Overall, children called for greater collaboration between
the government and the mass media and mobile phone operators.32

- Child from Italy

1.2.2. National curriculum

32. Overall, children stressed the need for young teachers to deliver classes about the focus
theme, or at least teachers with a good knowledge of the issues involved.3 Furthermore,
children in five of the 10 focus countries34 specifically mentioned that sexuality is still taboo in

24. Portugal, page 28 of the compilation.

25. Serbia, page 44 of the compilation.

26. Ukraine, page 49 of the compilation.

27. Ukraine, page 49: “Parental control is not an effective tool” since children know well how to bypass this
security.

28. Italy, page 60 of the compilation.

29. Cyprus, page 13 of the compilation.

30. Republic of Moldova, page 32 of the compilation.

31. Ukraine, third recommendation of the “Prevention Poster”, attached to the compilation.

32. Republic of Moldova, page 33 of the compilation.

33. Georgia, page 20; Albania, page 3 of the compilation.

34. In Bulgaria, children declared that “an open discussion including teachers, parents and students would feel
somewhat uncomfortable” and that a child would face negative opinion, attitudes and even insults if her/his naked
or half-naked pictures were to be spread online (page 7); in the Republic of Moldova, the subject is taboo, and
“teachers are embarrassed” (page 30); in Ukraine, children deplore the fact that the inhibition surrounding sex in
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their society. As a result, teachers, parents and other adults are unwilling or too embarrassed
to talk to children about sex issues in general and in particular the risks associated with
generating sexual images and/or videos of themselves.

33. InGeorgia and Albania, children mentioned that the national curriculum does not include
awareness raising of the risks associated with posting self-generated sexual images and/or
videos online.35 In Hungary, children consider that the information provided by schools on why
they should not share sexual content is neither sufficient nor adequate: the courses focus
mainly on scientific facts and dissuasive examples, and teachers’ views can be “prosaic or
extreme” .36 In the Republic of Moldova, there is a consistent tradition of taboos when it comes
to issues related to sex. Teachers believe that these issues should be taught outside the school,
while parents think it should be the responsibility of the school.3” Furthermore, the Church is
very much influential, which deters them even more from raising issues related to this subject.38
There have been cases where teachers have blamed
the children themselves, considering that they
“looked for it themselves”.* In Serbia,** Hungary** and  All the participants agreed that it is

Cyprus* there is a fragmentation in school classes crucially important to discuss this
where children hear about the risks of sexting. This topic at school
depends on the teacher and there is no specific - Child from Georgia

subject in class dedicated to this issue. Consequently,
some children have never heard of it, while others
have discussed it in several lectures. In Ukraine, courses on this subject are generally not taught
or are delivered via written documents, as teachers avoid discussing the subject with their
students.*3 According to the children interviewed, the problem lies in the teachers’ personal
bias. It also happens that teachers publish pictures of students without their own consent or
that of their parents. In Italy, children are not offered enough time to discuss sex issues at
school, as it is still considered a taboo in the country. In addition, children do not consider the
school as the most appropriate forum to address their situations, as staff have a partial view of
their students.*

USSR is still very much present, which causes the society to still see sexuality as a taboo (page 49); In Serbia,
“Among the messages they would send out to their peers to motivate them to not distribute sexually explicit
selfies and everything else that is included under sexting, children used those causing shame, guilt and fear” (page
45); and in Italy, “schools devote too little time to discuss issues related to sexuality, they are still considered a
taboo.” (page 55). Pages referred to in this footnoted concern the compilation.

35. Georgia’s contribution, page 18 of the compilation.

36. Hungary’s contribution, to be found at: www.youtube.com/watch?v=-wQYRQTF8Cw.

37. Republic of Moldova, page 30 of the compilation.

38. Republic of Moldova, page 30 of the compilation: “Church and one part of the society thinks that sexual
education shouldn’t be discussed with children at all; consequently, some teachers avoid similar topics in order to
preserve their relationship with religious or community leaders”.

39. Republic of Moldova, page 31 of the compilation.

40. Serbia, pages 43-44 of the compilation.

41. www.youtube.com/watch?v=-wQYRQTF8Cw.

42. Cyprus, page 12 of the compilation.

43. Ukraine, page 49 of the compilation.

44. Italy, page 6 of the compilation.
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34. In responding to the questionnaire,
children put forward many suggestions for
improving the national curriculum. On the
format that prevention activities could take,
several children suggested that they should be
interactive, creative, understandable and
reasonable, taking the form of discussions.*s
Others mentioned the need to include case
studies, simulations, interactive exercises and
video games,* and to organise them in the
form of peer education.#” Regarding the
content of these activities, they expressed the
need to be informed on how to communicate
with a child who has been a victim of such
abuse,*® to use correct terminology* and to
receive information on children living in foster
care, comparing their situation with that of
other children.5® With regard to the person in
charge of these activities, some stressed their
willingness to see an increase in the awareness
of their teachers on the issues! — including through training by experts — and in collaboration
between the school staff and other specialists. For example, doctors and police officers could
give lectures on safety in the online environment,52 and psychologists, pedagogues and learned
priests could lead the activities.5® Some have even expressed a desire to see boys and girls who
have actually experienced such a situation carry out awareness-raising activities themselves.>
Finally, some children requested that parental consent be sought before school staff take
pictures of their children during school activities,> while others would like children to have the
right to speak to a psychologist at school without parental permission.5¢

Number of children reporting the
existence at school of a sex education
course on the risks associated with the
digital environment

ENo HYes M Yes,butnot sufficient Not answered

1.2.3. Assistance to victims

35. There are widely diverging opinions as to who children are most likely to turn to in cases
of abuse, depending on their different beliefs and the degree of trust they have in that person.
In addition, many children are still unaware of the existence of a national helpline to help them
in situations where they do not want to talk to their families, teachers or the police.5” Finally,

45. Hungary, see, www.youtube.com/watch?v=-wQYRQTF8Cw.

46. Republic of Moldova, page 31 of the compilation.

47. Serbia, page 44 of the compilation.

48. Republic of Moldova, page 31 of the compilation.

49, Italy, page 55 of the compilation.

50. Italy, page 56 of the compilation.

51. Republic of Moldova, page 31 of the compilation.

52. Republic of Moldova, page 31 of the compilation.

53. Serbia, page 44 of the compilation.

54. Italy, page 59 of the compilation.

55. Ukraine, page 12 of the compilation.

56. Italy, page 55 of the compilation.

57. See, for instance: contributions of children in Ukraine (first poster attached to the compilation of the children
contributions); Italy page 60; Cyprus, page 13; Portugal, attached document page 28 of the compilation.
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there is little to no mention of the presence of a specialised team for the protection of children
against violence, to which children could turn for guidance.

36. In Portugal, some children from vulnerable families would not talk to parents nor the
police or even the school. Some do not trust the police in general, and have difficulties at
school, especially in complying with orders.?8 In the Republic of Moldova, there is a general
concern that the reporting of cases of

abuse to professionals is not confidential Average of children aware of a national
and that information on their situation helpline dedicated to child sexual
could be disclosed to general public. This exploitation and abuse

is especially true in villages where
children and parents believe that news
spreads very rapidly and easily.>® Some
consider that child helplines are also not
secure from the point of view of
confidentiality,®© while others would
prefer to communicate about their
situation in writing rather than verbally.
In Serbia®® and Cyprus,’2 very few
children have ever heard of a helpline to
call if such a situation occurs. In Ukraine,
the children deplored the fact that they
would not know who to contact if they

faced a threat, with the exception of the RS

police, but that they were still afraid to W Aware

turn to the authorities for fear that they B Aware, but do not know the number

would disclose the information they Aware, but would not call the number in case of abuse
provided.®®* In turn, some children NBESosweioy

mentioned that they would “take care”
of the offender themselves, including using violence (themselves or via local gangs, sometimes
seen as saviours and protectors) against the abuser.®

37. With regard to reporting and assistance mechanisms, the children interviewed made a
number of recommendations to better accompany and protect victims of abuse. Some of them
think that national helplines and the dangers associated to the internet should be better
advertised, such as on YouTube, via games and other social networks, as well as on the streets
and at school, referring to the idea of large signs and boards in the public domain.s®> When
reporting abuse to the police, they would like the officers to pay due attention and inspire
confidence, to ensure investigation and protection, to guarantee confidential hearings without
informing parents and/or teachers and to inform the child of the procedure for reviewing

58. Portugal, page 28 of the compilation.

59. Republic of Moldova, page 34 of the compilation.

60. See, for instance: Republic of Moldova, page 34 of the compilation.

61. Serbia, page 44 of the compilation: “A considerable number of children said they did not know of any number
to call in such a situation”.

62. Cyprus, page 16 of the compilation.

63. Ukraine, page 49 of the compilation.

64. Serbia, pages 42-43-45 of the compilation.

65. Ukraine, “Protection poster”, third recommendation, attached to the compilation.
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his/her claim.¢ When such a situation has already occurred, some children have stated that
they would like to be helped to overcome the judgments of their peers and adults, as well as
the feelings of shame and guilt that accompany them.¢?

1.3. Concluding remarks

38. Although the main objective of the workshops organised in the 10 participating countries
was to collect the opinions of children on the safeguards and standards surrounding the issue
of child sexual exploitation and abuse online arising from self-generated sexual images and/or
videos, children were also given the opportunity to give their opinion regarding the structure
of such workshops and the resources available. These results are an important source of
information, which will be useful for future consultations with children in the monitoring work
of the convention.

1.3.1. Positive features identified during this first round of consultations involving children

- A wide range of alternative means of expression was available to children; in Ukraine,
children could use play dough, paints and sculptures; in Hungary, children created a video
clip and then posted it on YouTube, rather than submitting a written contribution.

- Overall, children felt that they were able to express their opinions freely; for example, in
Ukraine, the facilitator noted that “the monitoring took place in a very peaceful atmosphere
in which the participants immediately felt free to express their opinions freely” .68

- The contributions show that the children were curious and genuinely interested in the
experience® (for example, in Italy, children “found the questions addressed to them very
interesting”).’°

= Efodube”

Contribution to the D
2nd monitering round of the
Lanzarote Convention

Children from Hungary
used the form of a lectures are overly focused on scientific facts

YouTube video and deterrent examples.

for their contribution

66. Ibid.

67. Serbia, page 43 of the compilation.

68. Ukraine, page 56 of the compilation.

69. See, for example, Ukraine, page 50; Albania, page 3 of the compilation.
70. Italy, page 56 of the compilation.
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1.3.2. Lessons to be learned from this first contribution of children to the Lanzarote
Convention monitoring cycle

- According to Moldovan children, larger groups of children and adolescents could be
consulted on this subject.

- Moldovan children have also expressed their willingness to organise more meetings and
partnerships with other organisations and institutions to help promote messages and
prevent sexual abuse and exploitation in the online environment.”*

- According to the Ukrainian children’s contribution, “children from other vulnerable groups
were not [re]presented, which suggests the need to use other or additional channels of
communication”.”?

- In Italy, children have expressed their willingness to have access to a child-friendly version
of the Lanzarote Convention.”3

39. It should be noted that a child-friendly tool, So, this is @1

sexual abuse?, has been published on the website of the K\fj’ SOTHIS IS

Children’s Rights Division of the Council of Europe, which =S SEXUAL

guides adolescents in their daily lives when faced with ~  ABUSE? 0/
situations that can lead to sexual abuse or exploitation, ‘& k)
including on the internet. This could be shared with all the Km\‘r—, Cj/‘
children having participated in these second monitoring S U

round consultations.

71. Republic of Moldova, page 34 of the compilation.
72. Ukraine, page 48 of the compilation.
73. Italy, page 56 of the compilation.
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Il. Legal frameworks
Il.1. General remarks

40. Child self-generated sexual images and/or videos are not explicitly referred to in the
Lanzarote Convention. Specific conduct related to such material may however potentially fall
under the scope of a wide range of provisions of the Lanzarote Convention. This chapter
therefore aims at identifying the situations whereby conduct involving child self-generated
sexual images and/or videos comes within the scope of the Lanzarote Convention to guide
parties in dealing with such conduct in compliance with the convention.

41. From the outset, the Lanzarote Committee underlines, as made clear in its opinion on
child sexually suggestive or explicit images and/or videos generated, shared and received by
children (the “2019 opinion”), that:

3. The self-generation of sexually suggestive or explicit images and/or videos by children does not
amount to “the production of child pornography” when it is intended solely for their own private use;
4. The possession by children of sexually suggestive or explicit images and/or videos of themselves does
not amount to “the possession of child pornography” when it is intended solely for their own private
use;

5. The voluntary and consensual sharing by children among each other of the sexually suggestive or
explicit images and/or videos of themselves does not amount to “offering or making available,
distributing or transmitting, procuring, or knowingly obtaining access to child pornography” when it is
intended solely for their own private use;

42. The Lanzarote Committee however also highlights that in specific circumstances child
self-generated sexual images and/or videos can be considered “child pornography”’® as set out
in Article 20(2) of the convention. In such circumstances, conduct related to the child self-
generated sexual images and/or videos will fall under the scope of Article 20 (“Offences
concerning child pornography”). In addition, conduct related to such images and/or videos may
also come within the scope of other provisions of the Lanzarote Convention, in particular those
concerning the solicitation of children for sexual purposes (Article 23), the participation of a
child in pornographic performances (Article 21) or the corruption of children (Article 22). Self-
generation of sexual images and/or videos may also be part of the offences listed under Articles

74. The committee recalls that the independent expert report “Respecting Human Rights and the Rule of Law
when using automated technology to detect online child sexual exploitation and abuse” [[OCSEA)] underlines that
the “Protection of the interests, rights and fundamental freedoms of children entail that SPs [service providers],
throughout their activities relating to the automatic detection, removal and voluntary reporting of OCSEA, prevent
undue interference with the rights of teenagers featuring in sexually explicit conduct, including to their right to
privacy and the exploration of their sexuality as dimensions of their right to private life. Notwithstanding the
technological and legal challenges in making qualitative distinctions between images, protection of children’s right
to privacy should encompass the right to discover their sexual identity in a safe and private environment”.

75. The Lanzarote Committee, just like the UN CRC (see OPSC Guidelines, paragraph 5, page 3), acknowledges that
some of the terms used in international and regional instruments on the rights of the child, such as “child
pornography” or “child prostitution”, are gradually being replaced because they can be misleading and insinuate
that a child could consent to such practices, undermining the gravity of the crimes or switching the blame onto
the child. In line with Recommendation I-1 of this report, the Lanzarote Committee itself endeavours to
increasingly use the term “child sexual abuse material” (CSAM) instead of “child pornography” wherever possible
(limiting the use of the term “child pornography” to when it quotes legal texts where it is still used, including
Article 20 of the Lanzarote Convention).
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18 (“Sexual abuse”) and 19 (“Offences concerning child prostitution”) and, inter alia, include
extortion of a child for sexual, financial or other gain.” In the latter cases, these children are
victims of sexual abuse and/or sexual exploitation and should be treated as such and not be
subject to criminal prosecution.”

43. As will be explained in detail in Section 11.2.2 below, given the particular considerations
concerning whether children are subject to criminal liability in relation to their own self-
generated sexual images and/or videos, parties should consider introducing an explicit
reference to such self-generated material in their legislation as far as offences covered by the
Lanzarote Convention are concerned. In this respect, the committee has noted that the legal
frameworks of Austria, a part of Bosnia and Herzegovina (Republika Srpska), Croatia, Cyprus,
Denmark, France, Germany, Liechtenstein, Norway, Slovenia and Sweden refer explicitly to
child self-generated sexual images and/or videos. Germany additionally also has civil law
remedies for the misuse of self-generated material. In Iceland, the Minister for Justice has
introduced draft changes to the criminal code, which address the issue of child self-generated
sexual material in order to improve protection of sexual privacy.

Promising practice

In Austria, an amendment of the Criminal Law in January 2016 decriminalised the consensual
sharing of self-generated material between consenting children. The sharing of said material
with individuals other than those participating and consenting in the exchange remains a
criminal offence for the purposes of the national criminal law.

44. In Switzerland, legislation foresees that children above the age of 16 who consensually
produce sexual images or/videos of each other for their own use are not criminally liable for
the production and possession of “child pornography”. They are not criminally liable either if
the distribution and sharing of such images and videos remains among those children
implicated in the said content. They are instead criminally liable if the distribution and sharing
of the said content is with a third party.

45. In a few other parties, child self-generated sexual images and/or videos are addressed
explicitly through non-legislative measures. For example:
— in Spain, General Prosecution Office Instruction 2/2015 includes instructions not to
prosecute cases involving self-generated material in certain circumstances; and
— in ltaly, self-generated material has been addressed by national courts’ jurisprudence.

Recommendations for steps to be taken to improve the effective implementation of the
Lanzarote Convention

Recommendation lI-1
Acknowledging that the term “child pornography” can be misleading and can undermine the
gravity of the crimes it refers to, the Lanzarote Committee invites parties to instead use the

76. In addition, outside the scope of the Lanzarote Convention and of this report, child self-generation of sexual
images and/or videos may be part of a number of further offences, including those relating to trafficking in human
beings.

77. See paragraphs 1 and 2 of the above-mentioned 2019 opinion.

78. This legislation has not yet been passed but the draft includes reference to child self-generated sexual material.
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term “child sexual abuse material” (CSAM) for material depicting acts of sexual abuse of
children and/or focusing on the genitalia of the child following the guidance set out in the
“Terminology Guidelines for the Protection of Children from Sexual Exploitation and Sexual
Abuse“’® in the development of future national, regional and international legal instruments
and policies addressing the prevention of and protection from sexual exploitation and sexual
abuse of children.

Recommendation II-2

The Lanzarote Committee invites parties to strengthen the protection of children by
introducing explicit references in their respective legal frameworks to conduct concerning child
self-generated sexual images and/or videos, identifying the circumstances when children
should not be held criminally liable and when they may be prosecuted only as a last resort.

11.2. Article 20 of the Lanzarote Convention and child self-generated sexual
images and/or videos

Article 20 — Offences concerning child pornography

2. For the purpose of the present article, the term “child pornography” shall mean any material that visually
depicts a child engaged in real or simulated sexually explicit conduct or any depiction of a child’s sexual organs
for primarily sexual purposes.

Explanatory report

142. Paragraph 2 is based on the Optional Protocol to the United Nations Convention on the Rights of the Child.
It defines the term “child pornography” as any visual depiction of a child engaged in real or simulated sexually
explicit conduct, or any representation of a child’s sexual organs “for primarily sexual purposes”. Such images
are governed by national standards pertaining to bodily harm, or the classification of materials as obscene or
inconsistent with public morals. Therefore, material having an artistic, medical, scientific or similar merit, i.e.
where there is absence of sexual purposes, does not fall within the ambit of this provision. The visual depiction
includes data stored on computer diskette or on other electronic means or other storage device which are
capable of conversion into a visual image.

143. “Sexually explicit conduct” must be defined by Parties. It covers at least the following real or simulated
acts: a) sexual intercourse, including genital-genital, oral-genital, anal-genital or oral-anal, between children, or
between an adult and a child, of the same or opposite sex; b) bestiality; c) masturbation; d) sadistic or
masochistic abuse in a sexual context; or e) lascivious exhibition of the genitals or the pubic area of a child. It is
not relevant whether the conduct depicted is real or simulated.

11.2.1.What constitutes “child pornography” under the Lanzarote Convention?

46. It is important to recall that under Article 20(2) of the Lanzarote Convention, “child
pornography” is defined as the visual depiction of a child engaged in real or simulated sexually
explicit conduct or any depiction of a child’s sexual organs primarily for sexual purposes. For
the reasons explained above,® the Lanzarote Committee uses the term “CSAM” instead of
“child pornography” unless it has to quote the term used in legal texts. The term “sexually
explicit conduct” in Article 20(2) is left for parties to define. Still, the Explanatory Report to the

|n

79. The terminology guidelines also refer to the term “child sexual exploitation material”, indicating that this term
can be used in a broader sense; see “Luxembourg Terminology Guidelines”, pages 38-40 in particular.
80. See footnote 73.
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Lanzarote Convention indicates that it must cover at least the following (real or simulated)
aspects:

a) sexual intercourse, including genital-genital, oral-genital, anal-genital or oral-anal,

between children, or between an adult and a child, of the same or opposite sex;

b) bestiality;

c) masturbation;

d) sadistic or masochistic abuse in a sexual context; or

e) lascivious exhibition of the genitals or the pubic area of a child.?!

47. The committee highlights that Article 20(2) covers visual depictions only. Non-visual
depictions are also not referred to in its 2019 opinion. Non-visual self-generated sexual material
produced by children (such as sound or text) is therefore not addressed in this report.

48. As to visual depictions, the committee underlines that in specific circumstances child
self-generated sexually explicit images and/or videos will qualify as CSAM as defined in Article
20(2). It may also be assumed that in specific circumstances also most child self-generated
sexually suggestive images and/or videos will qualify as such. In this respect, it should however
be pointed out that Article 20 refers to engagement in sexually explicit conduct or
representation of the child’s sexual organs. Thus, a child self-generated image and/or video
representing a merely suggestive pose (which does not display a child’s sexual organs and is
not directly linked to sexually explicit conduct) will not qualify as CSAM under Article 20(2).%

49. The committee notes that within the legislative frameworks of Andorra, Austria,
Belgium, Croatia, Georgia, Italy, Liechtenstein, the Republic of Moldova, Romania and the
Slovak Republic the term “child pornography” is used as defined within Article 20(2) of the
Lanzarote Convention.

50. The committee however also notes that in general there appears to be great variety of
legal terminology used to describe CSAM. Further, a number of parties®® do not have a
legislative definition — prosecutorial practice or case law are therefore relied upon in such
instances.

Recommendations for steps to be taken to improve the effective implementation of the
Lanzarote Convention

Recommendation II-3

The Lanzarote Committee invites those parties that do not have a definition of “child sexual
abuse material” in their legal framework to introduce one in line with its Recommendation II-
1 above.

Recommendation 11-4

The Lanzarote Committee invites parties to contemplate appropriate legal responses to
conduct involving non-visual self-generated sexual material produced by children in the context
of offences covered by the convention.

81. Explanatory report, paragraph 143.
82. Other offences may be applicable in such cases as anticipated in the introduction to this chapter.
83. Albania, Bosnia and Herzegovina, Cyprus, Denmark, Lithuania, San Marino, Spain, Sweden and Switzerland.
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11.2.2.Criminalisation of conduct related to the production and possession of child sexual
abuse material and its relationship with child self-generated sexual images and/or videos

Article 20 of the Lanzarote Convention — Offences concerning child pornography

1. Each Party shall take the necessary legislative or other measures to ensure that the following intentional
conduct, when committed without right, is criminalised:

a. producing child pornography;

[...]

e. possessing child pornography
Explanatory report

139. The possession of child pornography, by whatever means, such as magazines, video cassettes, DVDs or
portable phones, including stored in a computer system or on a data carrier, as well as a detachable storage
device, a diskette or CD-Rom, is criminalised in paragraph 1 e. An effective way to curtail the production of child
pornography is to attach criminal consequences to the conduct of each participant in the chain from production
to possession.

51. In line with Article 20(1) of the Lanzarote Convention, parties are obliged to ensure,
among other things, that the intentional production and possession of child sexual abuse
material is criminalised. As explained above, conduct related to child self-generated sexual
images and/or videos may come within the scope of Article 20. Adults intentionally soliciting
the production of such material and possessing it should be held liable accordingly for such
conduct. The situation of children who “produce and possess” their own sexual images and/or
videos is different and will be dealt with separately below.

52. Asregards adults’ role in the production of child sexual abuse material through child self-
generation, one party (ltaly) informed the committee that a 2019 Supreme Court judgment
specified that the production of child abuse material by “using” a child to generate such sexual
images and/or videos qualifies as induction or instigation.84 Case law further clarified that a
child cannot express his/her consent to the production or generation of child abuse material
according to Article 2 of the Civil Code. The dissemination of self-generated sexual images
and/or videos by a child has to therefore be considered the result of a child’s particular
vulnerability, which has to be protected by criminal law.8> The Supreme Court thus also
qualified as conduct related to “child abuse material” the dissemination of sexual images
and/or videos self-generated by a child.®® An Italian law of 2019 also explicitly punishes the
illicit dissemination of sexually explicit images and videos, including of children (“revenge
porn”).

53. As to possession by adults of CSAM, the committee emphasises that the Lanzarote
Convention (Article 20(1)(e)) requires the criminalisation of the possession of “child
pornography”. Indeed, even simply “accessing child pornography” online (without
downloading it) should be criminalised under the convention. Thus, situations where mere

84. Third Criminal Section of the Corte di Cassazione judgment of 18 April 2019, No. 26862.

85. See third Criminal Section of the Corte di Cassazione, judgments of 17 November 2016, No. 1783, and 7 June
2018, No. 34162, and third Criminal Section of the Corte di Cassazione, judgment of 16 October 2018, No. 1509,
deposited in 2019.

86. Third Criminal Section, Corte di Cassazione, judgment of 12 February 2020, No. 5522 -
ECLI:IT:CASS:2020:5522:PEN.
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possession is not criminalised do not conform with the convention.?” The committee notes that
during the course of this monitoring round, legislation was amended in Ukraine and simple
possession of “child pornography” is now criminalised. The committee also notes that simple
possession of “child pornography” is not yet criminalised in the Russian Federation and San
Marino but the legal situation is under review. Mindful of possible reservations as dealt with
below, the committee encourages these parties to complete such a review bearing in mind
Recommendation II-5 below if exemptions for adults from criminal liability for the possession
of child self-generated sexual images and/or videos are contemplated.

Reservations allowed by Article 20(3) as regards own sexual images consensually produced
and possessed by children for private use

Article 20 — Offences concerning child pornography

3. Each Party may reserve the right not to apply, in whole or in part, paragraph 1.a and e to the production and
possession of pornographic material:

[...]

- involving children who have reached the age set in application of Article 18, paragraph 2, where these images
are produced and possessed by them with their consent and solely for their own private use. [Second indent]

Explanatory report

144. Paragraph 3 allows parties to make reservations in respect of paragraph 1 a and e, i.e. the right not to
criminalise the production or possession of images which ... involve children who have reached the legal age for
sexual activities as prescribed in internal law, where the images are produced and possessed by them with their
consent and solely for their own private use. The two reservation possibilities in paragraph 3 exist only in relation
to production and possession of such pornographic material.

54. The committee highlights that Article 20(3) (second indent) foresees exemption from
liability for the production and possession of one’s sexually explicit images only where the
children in question are above the age of sexual consent and where the material is
produced/possessed with their consent for their own private use.

55. The following six parties made such a reservation: Denmark, Germany, Liechtenstein, the
Russian Federation, Sweden and Switzerland.

56. Regarding the implementation of the reservation in national law, the committee notes

that it is contemplated along the following lines.

— The relevant provision in Danish law (paragraph 235(3) of the Criminal Code) does not
specify that the exemption applies only where possession of the image is intended solely
for own private use.

— In Germany, “juveniles”, i.e. persons aged 14 and over but under 18, may produce and
possess their own pornographic materials, without this necessarily constituting a threat to
any legally protected interests, if both persons consent.

— In Liechtenstein adolescent persons (from 14 to 18) are exempt from penalties relating to
“child pornography” in such circumstances.

— In Switzerland, minors above 16 are exempt from penalties relating to child pornography
in such circumstances (Article 197(8) of the Criminal Code).

87. See paragraphs 139 and 140 of the Explanatory Report to the Lanzarote Convention.
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57. With respect to some of these parties, the situation under the reservation appears to

extend to adult liability.

— In Denmark, the possession of photographs, films or similar recordings of a person who has
attained the age of 15 is not criminalised if such a person has consented to the possession.®®

— Inthe Russian Federation, production and possession purely for private use are not subject
to criminal liability (Article 242 of the Criminal Code).®°

— In Sweden, the relevant “child abuse material” offences do not apply if the difference in
age and development between the person depicted and the person producing the image is
slight: it appears, therefore, that a young adult would be exempt from criminal liability,
where an older child is depicted within the material in question.

58. A number of parties, not having made a reservation under Article 20(3), second indent,
also exempt from criminal liability children having reached the age of sexual consent if the
possession of the sexual images and videos is for private use only and with the consent of the
person depicted in them.

59. In this regard, the committee highlights that Article 8(3) of EU Directive 2011/93 on
combating the sexual abuse and sexual exploitation of children and child pornography similarly
establishes that: “It shall be within the discretion of Member States to decide whether
Article 5(2) and (6)*° apply to the production, acquisition or possession of material involving
children who have reached the age of sexual consent where that material is produced and
possessed with the consent of those children and only for the private use of the persons
involved, in so far as the acts did not involve any abuse”.

60. The committee notes from the European Commission’s report (COM(2016) 871 final) to
the European Parliament assessing the extent to which the member states have taken the
necessary measures to comply with EU Directive 2011/93 that Austria,’* Croatia,®? Cyprus,

88. See Denmark’s replies to question 10 of the thematic questionnaire.

89. See replies of the Russian Federation to question 9.1 of the thematic questionnaire.

90. Article 5 (offences concerning “child pornography” of the EU Directive 2011/92 reads:

1. Member States shall take the necessary measures to ensure that the intentional conduct, when committed
without right, referred to in paragraphs 2 to 6 is punishable.

2. Acquisition or possession of child pornography shall be punishable by a maximum term of imprisonment of at
least 1 year. ...

6. Production of child pornography shall be punishable by a maximum term of imprisonment of at least 3 years.
91. Austria informed the committee that as it is not indicated otherwise, the term “persons” in Article 8(3) of EU
Directive 2011/93 has been understood to cover adults as well and was transposed into national legislation by
Article 207a, paragraphs 5 and 6, of the Austrian Criminal Code. The latter includes all the criteria listed by the
committee in this report’s Recommendation II-5 with the exception of the similarity of age and maturity of the
persons involved.

92. Article 163, paragraph 5, of the Croatian Criminal Code (criminal offence of “child pornography”) prescribes
that a child shall not be punished for producing and possessing pornographic material depicting him or her alone
or him or her and another child, where this material is produced by themselves and possessed by them with their
consent and solely for their own private use.
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Germany,?® Finland®® and the United Kingdom?®> chose to apply the above-mentioned
Article 8(3).

61. The committee points out that it should be borne in mind that an underlying principle of
the Lanzarote Convention is that “it is not the intention of [the] Convention to criminalise sexual
activities of young adolescents who are discovering their sexuality and engaging in sexual
experiences with each other in the framework of sexual development. Nor is it intended to
cover sexual activities between persons of similar ages and maturity”.%®

62. Inlight of the above, the committee holds that legislation exempting adults from criminal

liability for the possession of child self-generated sexual images and/or videos is in line with the

Lanzarote Convention when all the following conditions are fulfilled:

— the adult is of a similar age and maturity as the child depicted in the self-generated sexual
images and/or videos;

— the child depicted in the self-generated sexual images and/or videos has reached the legal
age for sexual activities;

— the mentioned images and/or videos are possessed for private use only, with the consent
of the persons depicted in them;

— the production and possession of the mentioned images and/or videos did not involve any
abuse.

Recommendation for steps to be taken to improve the effective implementation of the
Lanzarote Convention

Recommendation II-5

The Lanzarote Committee requires parties®” which provide for exemptions for adults from
criminal liability for the possession of child self-generated sexual images and/or videos to
ensure that:

- the child depicted in such images has reached the legal age for sexual activities and has given
his/her consent for the possession of such images and/or videos;

- the person possessing the child self-generated images and/or videos and the child depicted in
them are of similar ages and maturity (to be determined by setting a maximum age difference
between them, for example) in line with paragraph 129 of the Lanzarote Convention’s
explanatory report;

- the production and possession of the mentioned images and/or videos did not involve any
abuse.

93. See paragraph 56 above for the situation in Germany.

94.In Finland, when a child can be considered to have validly consented to sharing a sexual image of
himself/herself solely for his/her similarly aged partner’s private use, neither the child nor the similarly aged
partner are held criminally liable.

95. The situation in the UK is not covered by this report as the UK ratified the Lanzarote Convention after the
monitoring round was launched.

96. Explanatory report, paragraph 129. This is stated in the context of Article 18 (sexual abuse) but appears to
refer to a broader principle which may thus equally apply to scenarios involving self-generated material.

97. Austria, Cyprus, Denmark, the Russian Federation and San Marino.
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Exemption of criminal liability of children “producing and possessing” self-generated sexual
images and videos of themselves as clarified by the Lanzarote Committee’s opinion of 2019

Opinion on child sexually suggestive or explicit images and/or videos generated, shared and received by children
(adopted 6 June 2019)

3. The self-generation of sexually suggestive or explicit images and/or videos by children does not amount to “the
production of child pornography” when it is intended solely for their own private use;

4. The possession by children of sexually suggestive or explicit images and/or videos of themselves does not
amount to “the possession of child pornography” when it is intended solely for their own private use;

[...]

6. Reception by a child without knowledge or intention of sexually suggestive or explicit images and/or videos
generated by other children does not amount to “procuring or knowingly obtaining access through information
communication technologies to child pornography”.

63. Inits 2019 opinion the committee calls for a strong protection of children from criminal
liability in the case of self-generated sexual images and/or videos. It holds that self-generation
and possession of one’s own images, where intended solely for one’s own private use
(scenarios covered by paragraphs 3-4 of the opinion), should not be considered as related to
“child pornography”, and therefore should fall outside the scope of Article 20(1)(a) and (e) of
the convention entirely. Additionally, and unlike the reservation in Article 20(3), this situation
extends to children even below the age of sexual consent to clearly ensure that all children (not
only older ones) are protected from possible criminalisation.

64. For the sake of clarity, the committee also underlines that the exemption referred to
above applies only to situations where children consensually possess self-generated sexual
images and/or videos depicting one other. Where the possession is of images and/or videos of
other children (not each other), no such exemption should be in place. Nevertheless, it should
be noted that children who intentionally obtain sexual images and/or videos generated by
other children should only be criminally prosecuted as a last resort. Priority should be given,
depending on the circumstances, to more appropriate methods of dealing with their harmful
behaviour (paragraph 7c of the above-mentioned opinion).%®

65. In addition, while reception by a child, without knowledge or intention, of such sexual
images and/or videos generated by other children does not amount to possession of “child
pornography” (paragraph 6 of the above-mentioned opinion), this exemption is not applicable
where children subsequently decide to keep such material. However, these children should also
only be prosecuted as a last resort and priority should thus be given to alternative methods of
dealing with their harmful behaviour (paragraph 7b of the above-mentioned opinion). %

66. On the basis of the foregoing, the committee emphasises that its 2019 opinion should be
seen as generalising the reservation contained in Article 20(3) (second indent) in cases where
children engage in self-generation or production of sexual images and/or videos of themselves,
and where potential criminal liability might be questioned if these images/videos were to be
considered as “child abuse material” by the convention’s parties.

98. See Recommendation 11-8 below.
99. See Recommendation 11-8 below.
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67. On the basis of the information submitted to it, the committee notes that a significant
minority of parties have rules allowing for the criminalisation of the production of child self-
generated sexual images and/or videos (Cyprus, Finland, Georgia, Latvia, Luxembourg, Malta,
Montenegro, Netherlands, North Macedonia, Poland, Portugal, San Marino and Switzerland).
For the majority of parties self-generation of such material by a child is not considered a crime.

68. The possession of such images by children is criminalised in some parties (Albania,
Andorra, Belgium, Cyprus, Finland, Georgia, Latvia, Luxembourg, Malta, Montenegro,
Netherlands, North Macedonia, Poland, Portugal, Spain and Switzerland), but the majority of
parties do not prosecute such conduct as they may subject the criminalisation to other
conditions (the context of the possession, the legal age for sexual activities, etc).

69. With reference to the specific situation of the Netherlands, the committee notes that
children who self-generate and/or possess sexually suggestive or explicit images and/or videos
intended solely for their own private use can be held criminally liable on the basis of Article
240b of the Dutch Criminal Code, consisting of the penal provision on “child pornography”.
However, the Dutch Supreme Court ruled in its decision of 9 February 20161 that the text of
this provision is overinclusive and that situations appear that grammatically fall under the scope
of the provision but are at odds with the aims of the legislator, following from the explanatory
documents. In these cases, the criminal judge could decide not to hold the suspect criminally
liable. In determining whether such a situation appears, the judge can take into account a
number of factors, in particular the specific acts of the suspect, the age of those involved, the
consent of the individuals involved and the absence of any indication of a risk of the image(s)
being disseminated among people other than those involved. This Supreme Court case law is
to be codified in a draft bill.1?

70. With regard to other parties, the committee understands from the information submitted
that there are special circumstances under which the above-mentioned crimes, although
established in fact and in law, are not prosecuted/punishable under national law: for example,
because closing the procedure may be considered to be in the best interests of the child
(Latvia), or because, in light of the child’s age, it may be considered that there is no gross fault
and no public interest reason for conviction (Lithuania, Malta and Republic of Moldova).

Promising practices

In Republika Srpska (Bosnia and Herzegovina), Article 175(5) of the Criminal Code provides that
“the child shall not be punished for production or possession of self-generated sexually explicit
images and/or videos involving him/her personally or him/her and another child if they were
self-generated and consensually possessed for their own use exclusively”.

In Sweden, Chapter 16, section 10B, of the Criminal Code states that prohibitions on the
depiction and possession of “child pornography” do not apply to a person who produces a
pornographic picture if the difference in age and development between the child and the

100. Supreme Court of the Netherlands, 9 February 2016, ECLI:NL:HR:2016:213. The following link will take you to
the ruling of the Dutch Supreme Court: ECLI:NL:HR:2016:213, Hoge Raad, 14/05420 (rechtspraak.nl).
101. A draft bill is similarly being worked on in Belgium.
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person who produces the picture is minor and the circumstances otherwise do not warrant the
person who has committed the act being convicted of a crime.

The interplay between the age of criminal responsibility and the age of sexual consent

71. Most parties pointed to the age of criminal responsibility below which children cannot be
held criminally liable for acts they commit to demonstrate compatibility with the above-
mentioned exclusion of criminal liability for the production and possession of child self-
generated sexual images and/or videos. The ages indicated span a wide range: 10 (Switzerland,
though fines and deprivation of liberty cannot be set for children under the age of 15), 12
(Turkey), 13 (France), 14 (Albania, Austria, Bulgaria, Croatia, Estonia, Georgia, Germany,
Hungary, Italy, Latvia, Liechtenstein, Malta, Montenegro, Romania, the Russian Federation,
San Marino, Serbia, the Slovak Republic, Slovenia and Spain), 15 (the Czech Republic,
Denmark, Finland, Iceland, Norway and Sweden), 16 (Lithuania, Republic of Moldova,
Portugal and Ukraine) and 17 (Poland).

72. The committee highlights that reliance upon the age of criminal responsibility alone to
exclude criminal responsibility does not correspond to a situation of full compliance with
paragraphs 3-6 of the 2019 opinion, since older children (those above the age of criminal
responsibility) cannot avail themselves of this exemption. The situation is particularly of
concern with respect to parties with a particularly low age of criminal responsibility.

73. A number of parties also noted that production and possession of self-generated material
were not criminalised when the child(ren) in question have reached the legal age for sexual
activities (namely, Austria, Bosnia and Herzegovina, Bulgaria, Croatia, the Czech Republic,
Denmark Estonia, Georgia, Germany, Greece, Italy (self-production), Latvia, Liechtenstein,
Lithuania, Moldova, Monaco, the Netherlands, Romania, San Marino, Serbia, the Slovak
Republic, Spain, Sweden, the Russian Federation and Turkey). However, relying on the age of
sexual consent alone to exclude criminal responsibility for the scenarios listed in paragraphs 3-
6 of the 2019 opinion is also insufficient, because in such cases younger children may not be
covered from the exemption of criminal responsibility.

74. The committee highlights that particular attention must be paid where there is a gap
between the age of criminal responsibility and the age of consent (particularly where the age
of criminal responsibility is relatively low or the age of sexual consent relatively high). For
example, in Switzerland Article 197(8) of the Criminal Code appears to exclude from
criminalisation the production and possession of sexual images and/or videos taken of each
other for children between the ages of 16 and 18 years of age. The age of criminal responsibility,
however, is 10 years old. Therefore, on the face of it, children between 10 and 15 who produce
and possess sexual images and/or videos of themselves can be held criminally liable. However,
the committee notes from the information submitted to it that if children are younger than 16
they might be criminally liable, but the judge does not pronounce a sentence for a series of
reasons (for example: if the sentence would jeopardise the purpose of a protective measure
already ordered or to be ordered in the context of the proceedings; if the juvenile’s culpability
and the consequences of the act are of little importance; if the juvenile has been directly
affected by the consequences of his or her act to such an extent that a sentence would be
inappropriate; if the juvenile has already been sufficiently punished by his or her parents; if a
relatively long period has elapsed since the act; if the juvenile’s behaviour has been satisfactory;
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and if the public interest and the interest of the injured party in prosecuting the juvenile are of
little importance as foreseen by Article 21 of the federal law on the criminal status of minors
DPMin). Furthermore, the investigating authority, the juvenile prosecutor’s office or the court
shall waive criminal prosecution in cases where the conditions for exemption under Article 21
of the DPMin are fulfilled and no protective measures are required or the civil authority has
already ordered appropriate measures, or the conciliation or mediation has been successful in
line with Article 5 of the criminal procedure applicable to minors (PPmin). The committee also
notes that a revision of the penal code concerning sexual offences is ongoing. It includes, inter
alia, the above-mentioned Article 197, paragraph 8, of the Criminal Code as well as issues
related to the criminal liability for child self-generated sexual images/videos.

Recommendations for steps to be taken to improve the effective implementation of the
Lanzarote Convention

Recommendation |1-692

The Lanzarote Committee requests that parties ensure in their legal framework!® that a child
will not be prosecuted when he/she possesses:

- their own self-generated sexually suggestive or explicit images and/or videos;

- self-generated sexually suggestive or explicit images and/or videos of another child with the
informed consent of the child depicted in them;

- the self-generated sexually suggestive or explicit images and/or videos of another child as a
result of receiving them passively without actively asking for them.

Recommendation II-7

The Lanzarote Committee invites parties to adopt legislative or other measures which promote
as a priority educational and other measures that will aim to support children to safely explore
their sexual development while understanding and avoiding risks deriving from the production
and possession of self-generated sexual images and/or videos.

I1.2.3.Criminalisation of conduct related to “offering or making available” child abuse
material and its relationship with the sharing of child self-generated sexual images and/or
videos

Article 20 of the Lanzarote Convention — Offences concerning child pornography

1. Each Party shall take the necessary legislative or other measures to ensure that the following intentional
conduct, when committed without right, is criminalised:

[...]
b. offering or making available child pornography;
c. distribution or transmitting child pornography;

Explanatory report

102. Lists of parties concerned are not included in recommendations based on the committee’s 2019 opinion as
this was adopted after the launching of the monitoring round. All parties will be asked to explain what is in place
in respect of these recommendations in the compliance procedures. Parties already having promising practices
highlighted in this report with respect to the content of these recommendations may recall such practices and
highlight any further development.

103. The expression “legal framework” is not limited to legislation but should be understood in a broader way,
such as through prosecutorial guidance or practice.
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136. Paragraph 1 b. criminalises the “offering or making available” of child pornography. It implies that the
person offering the material can actually provide it. ‘Making available’ is intended to cover, for instance, the
placing of child pornography online for the use of others by means of creating child pornography sites. This
paragraph also intends to cover the creation or compilation of hyperlinks to child pornography sites in order to
facilitate access to child pornography.

137. Paragraph 1 c criminalises the distribution or transmission of child pornography. “Distribution” is the active
dissemination of the material. Sending child pornography through a computer system to another person, as
well as the selling or giving of child pornographic materials such as photographs or magazines, is covered by
the term ‘transmitting’.

[...]

141. The term ‘without right’ allows a Party to provide a defence in respect of conduct related to “pornographic
material” having an artistic, medical, scientific or similar merit. It also allows activities carried out under
domestic legal powers such as the legitimate possession of child pornography by the authorities in order to
institute criminal proceedings. Furthermore, it does not exclude legal defences or similar relevant principles
that relieve a person of responsibility under specific circumstances.

Opinion on child sexually suggestive or explicit images and/or videos generated, shared and received by
children (adopted 6 June 2019)

5. The voluntary and consensual sharing by children among each other of the sexually suggestive or explicit
images and/or videos of themselves does not amount to “offering or making available, distributing or
transmitting, procuring, or knowingly obtaining access to child pornography” when it is intended solely for their
own private use;

75. Article 20(1) requires that the intentional offering or making available, distributing or
transmitting “child pornography”, without right,'%4 is criminalised. Thus, the offering or making
available, distributing or transmitting of child self-generated sexual images and/or videos that
falls under the definition of “child pornography” should be criminalised, as a general rule when
such offering, making available, distributing and transmitting is not the result of a consensual
sharing for one’s own private use among those depicted in the images and/or videos.

76. All parties criminalise distribution of child sexually explicit images and/or videos. In
general, this appears to apply regardless of whether the material was self-generated or not. As
mentioned above, attention should however be paid to how these provisions are implemented
with regard to self-generated material in practice. In this regard, the committee underlines that
paragraph 5 of its 2019 opinion is aimed at excluding from the scope of application of Article
20 situations where children voluntarily and consensually share among themselves self-
generated sexual images and/or videos of each other. As already explained above, this is
intended to protect children who consensually agree to generate such images and/or videos as
a way of exploring their sexuality in private (the images and videos are intended for those
depicted in them only).10®

104. See paragraph 141 of the explanatory report reproduced in the box above for details on what is meant by
“without right”.

105. Swedish law does not criminalise cases when children produce or possess self-generated sexually explicit
images and/or videos of themselves. Nor does it criminalise consensual sharing of self-generated material
between consenting children. If the child sends the image or video to someone who does not receive it voluntarily,
it could be considered to be sexual molestation. According to Chapter 6, Section 10, of the Swedish Criminal Code,
a person who exposes themselves to another person in a manner that is liable to cause discomfort or who
otherwise molests a person by word or deed in a way that is liable to violate that person’s sexual integrity is guilty
of sexual molestation.
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77. ltis worth reiterating for the sake of clarity that the situation is different if the mentioned
images and/or videos are transmitted by one of those depicted in them to a third party (for
example, in an act of so-called “revenge pornography”) or are made public more generally (for
example, through posting on a public platform or making them available commercially). The
latter situation would not be exempt from criminal responsibility.

Sharing one’s own self-generated material

78. Inthe vast majority of parties, children are potentially criminally liable for the distribution
or transmission of their own self-generated sexual images and/or videos (Albania, Andorra,
Belgium, in a part of Bosnia and Herzegovina (Republika Srpska), Croatia, Cyprus, the Czech
Republic, Finland, France,1% Georgia, Germany, Latvia, Liechtenstein, Malta, Montenegro, the
Netherlands, North Macedonia, Poland, Portugal, the Russian Federation, San Marino, the
Slovak Republic and Spain. In some countries, such distribution/transmission is criminalised
under special circumstances: Hungary,%’ Iceland, Italy, Norway, Serbia, Sweden, Switzerland
and Turkey).

79. As seen in the previous section, many parties however do not criminalise children

producing or possessing self-generated sexual material for their own private use. This should

thus imply that they also do not criminalise the sharing of the mentioned images/videos among
the children involved (i.e. they do not criminalise conduct that may be termed as “private
sharing”). Understanding whether parties are in line with paragraph 5 of the 2019 opinion on

“private sharing” thus depends on the interpretation and application of the relevant criminal

law provisions relating to distribution/transmission or possession; and both should be

considered together. The information submitted to the committee to respond to the thematic
guestionnaire is not conclusive in this regard. The committee thus is of the view that this
information should be collected and examined in the context of its work on the follow-up

provided by parties to its current monitoring findings. In this respect, it further reiterates a

number of elements, which parties are asked to bear in mind to effectively implement

paragraph 5 of its 2019 opinion.

— Sharing must be voluntary and consensual (it should be “private sharing”).

— Children who knowingly or intentionally offer or make available, distribute or transmit self-
generated sexual images/videos of themselves, when this is not intended solely for private
use, engage in behaviour which should usually be considered conduct relating to “child
pornography”.

106. In France criminal law does not explicitly exclude the possibility of prosecuting a child for the possession of
self-generated sexual images and/or videos of another child even if the depicted child consented to share such
images and/or videos for private use only. However, in practice, the public prosecutor can assess whether follow-
up is to be given to such facts. To this end, he/she notably assesses the seriousness of the facts and the context in
which they occurred. Thus, where it is evident that the possession of the sexual images was consensual and for
private use only, the public prosecutor’s office may class the case and prosecution will thus not take place. In
practice children are therefore not prosecuted when they possess the self-generated sexual images of another
child if these images were obtained with the consent of the latter and are for private use only.

107. Hungary explains that distribution can be criminalised when a child sends a self-generated image/video of
themselves to another child or if children mutually share such material, even when such sharing occurs voluntarily
and solely for their own private use. However, a fundamental element of a criminal offence is that an act must be
a danger to society. In this case, this element is lacking, and such acts cannot therefore be considered as criminal
offences. As a result, the act being technically “child pornography” is irrelevant in this case.
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— It should also be recalled that paragraph 5 of the 2019 opinion only covers situations where
both the sharer and recipient are children.

Recommendation for steps to be taken to improve the effective implementation of the
Lanzarote Convention

Recommendation 11-8

The Lanzarote Committee requests that parties ensure in their legal framework! that a child
will not be prosecuted for sharing his/her sexual images and/or videos with another child when
such sharing is voluntary, consensual and intended solely for their own private use.

80. Finally, attention should be given to paragraph 7(a) of the 2019 opinion: where children
who engage in such conduct initially generated the sexual material of themselves only for their
own private use but subsequently decided to distribute it. In such cases, the 2019 opinion
indicates that prosecution should be seen as a last resort, and depending on the circumstances,
more appropriate methods of dealing with the harmful behaviour of the children concerned
should be given priority.

Sharing other children’s self-generated material

81. The committee highlights that paragraph 5 of its 2019 opinion applies only to the sharing
of sexually suggestive or explicit images and/or videos of oneself. Accordingly, it does not
extend to situations where children share content generated (and depicting) other children.
Offering or making available, distributing or transmitting such material should therefore be
considered conduct relating to “child pornography” as defined by Article 208§2.

82. The vast majority of the parties have rules that lead to the criminalisation of the
distribution by children of self-generated sexual images and/or videos of other children
(Albania, Andorra, Austria, Belgium, a part of Bosnia and Herzegovina (Republika Srpska),
Bulgaria, Croatia, Cyprus, the Czech Republic, Denmark, Finland, France, Georgia, Germany,
Greece, Hungary, Iceland, Latvia, Liechtenstein, Luxembourg, Malta, the Republic of
Moldova, Montenegro, the Netherlands, North Macedonia, Norway, Poland, Portugal,
Romania, San Marino, the Slovak Republic, Slovenia, Spain, Sweden, Switzerland, Turkey and
Ukraine). In Serbia and the Russian Federation, distribution by children over the age of criminal
responsibility (14 years old) of such material will be criminalised if the image/video is the result
of exploitation of the child depicted in the self-generated material or if the child deliberately
made available such material to other persons. Bulgaria and Estonia point out that it depends
on each case.

Recommendation for steps to be taken to improve the effective implementation of the
Lanzarote Convention

Recommendation 11-9
The Lanzarote Committee requests parties that are not already doing so to ensure that the
distribution or transmission by children of self-generated sexually explicit images and/or videos

108. The expression “legal framework” is not limited to legislation but should be understood in a broader way,
such as through prosecutorial guidance or practice.
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of other children is prosecuted as a last resort when such images and/or videos qualify as “child
pornography” in accordance with Article 20(2) of the Lanzarote Convention.

Other criminal offences foreseen by the Lanzarote Convention (Articles 22 and 23) that may
involve the sharing of child self-generated sexual images and/or videos

Article 22 of the Lanzarote Convention — Corruption of children

Each Party shall take the necessary legislative or other measures to criminalise the intentional causing, for sexual
purposes, of a child who has not reached the age set in application of Article 18, paragraph 2, to witness sexual
abuse or sexual activities, even without having to participate.

Explanatory report

151. Article 22 provides for a new offence which is intended to address the conduct of making a child watch sexual
acts, or performing such acts in the presence of children, which could result in harm to the psychological health of
the victim, with the risk of serious damage to their personality, including a distorted vision of sex and of personal
relationships.

152. This article criminalises the intentional causing of a child below the legal age for sexual activities to witness
sexual abuse of other children or adults or sexual activities. It is not necessary for the child to participate in any
way in the sexual activities.

Article 23 — Solicitation of children for sexual purposes

Each Party shall take the necessary legislative or other measures to criminalise the intentional proposal, through
information and communication technologies, of an adult to meet a child who has not reached the age set in
application of Article 18, paragraph 2, for the purpose of committing any of the offences established in accordance
with Article 18, paragraph 1.a, or Article 20, paragraph 1.a, against him or her, where this proposal has been
followed by material acts leading to such a meeting.

Explanatory report

155. Article 23 introduces a new offence in the Convention which is not present in other existing international
instruments in the field. The solicitation of children for sexual purposes is more commonly known as “grooming”.
The negotiators felt it was essential for the Convention to reflect the recent but increasingly worrying
phenomenon of children being sexually harmed in meetings with adults whom they had initially encountered in
cyberspace, specifically in Internet chat rooms or game sites.

156. The term “grooming” refers to the preparation of a child for sexual abuse, motivated by the desire to use the
child for sexual gratification. It may involve the befriending of a child, often through the adult pretending to be
another young person, drawing the child into discussing intimate matters, and gradually exposing the child to
sexually explicit materials in order to reduce resistance or inhibitions about sex. The child may also be drawn into
producing child pornography by sending compromising personal photos using a digital camera, web-cam or
phone-cam, which provides the groomer with a means of controlling the child through threats ...

[...]
159. The offence can only be committed “through the use of information and communication technologies”.

Opinion on solicitation of children for sexual purposes through information and communication technologies
(Grooming) (adopted on 17 June 2015)

17. The solicitation of children through information and communication technologies does not necessarily result
in a meeting in person. It may remain online and nonetheless cause serious harm to the child. The sexual offences
which are intentionally perpetrated during an online meeting through communication technologies are often
linked to the production, possession and transmission of child pornography.
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20. [...] As no static definition of online grooming is possible, Parties should consider extending its criminalisation
also to cases when the sexual abuse is not the result of a meeting in person, but is committed online.

Explanatory note to the opinion on Article 23

21. [A] facilitating factor for online grooming is the fact that children have the impression that it is acceptable to
exchange/circulate sexual images of themselves via the social media, etc. (so-called “sexting”). In other words,
children can be more inclined to sending and exchanging sexually explicit messages or photos to their friends or
even to people they have just met online without considering the risks involved.

83. Conductinvolving the “distribution or transmission” of child self-generated sexual images

and/or videos may also come within the scope of other offences covered by the Lanzarote

Convention. A person intentionally sending child self-generated sexual images and/or videos to

children not depicted in the images/videos themselves may be considered as having caused the

child to witness sexual abuse or sexual activities. This would thereby fall under Article 22 of the

Lanzarote Convention (“Corruption of children”). In such cases, the recipient child should not

be considered to possess or have obtained access to “child pornography” (as made clear by

paragraph 6 of the committee’s 2019 opinion). In this regard, the committee notes that in:

— the Republic of Moldova, Article 175 of the Criminal Code criminalises actions committed
against a person who is certainly known to be under 16 years old, consisting of, among
other things, the provision of pornographic material to the child under 16 years old.

— Slovenia, Article 176(1) of the Criminal Code makes it an offence for any person to sell,
present or publicly exhibit documents, pictures, audiovisual or other materials of a
pornographic nature to a child under 15 years old, to enable such a child to get access to
that material in any way or to show them a pornographic or other sexual performance.

— Switzerland, Article 197(1) of the Criminal Code makes it an offence for any person to offer,
show, pass on or make accessible to a person under the age of 16 pornographic documents,
sound or visual recordings, depictions or other items of a similar nature.

84. Furthermore, conduct involving child self-generated sexual images and/or videos may be
considered as part of a “grooming” process under Article 23 of the Lanzarote Convention
(“Solicitation of children for sexual purposes”). Grooming processes often involve soliciting self-
generated sexual images from children themselves: indeed, the explanatory report specifically
refers to situations where a child may be “drawn into producing child pornography by sending
compromising personal photos using a digital camera, web-cam or phone-cam”.1% In this
regard, France informed the committee that since April 2021, Article 227-22-2 of its Criminal
Code provides for the punishment of the incitement of a minor by an adult, by means of
electronic communication, to commit any act of a sexual nature on him/herself or on or with a
third party. In addition, Article 227-23-1 provides for an offence punishing the solicitation of a
minor by an adult to broadcast or transmit images, videos or representations of a pornographic
nature of the minor.

109. Explanatory report, paragraph 156.
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Recommendation for steps to be taken to improve the effective implementation of the
Lanzarote Convention

Recommendation 1I-10

The Lanzarote Committee invites parties that are not already doing so to consider criminalising
solicitation of children for sexual purposes (“grooming”), even when it does not lead to either
a face-to-face meeting or to producing child sexual abuse material.

11.3. Sexual extortion of children involving self-generated sexual images and/or
videos

11.3.1.Definition of “sexual extortion of children” in this report and how it relates to the
Lanzarote Convention

85. As set out in the general remarks at the beginning of this chapter, child self-generated
sexual images and/or videos may be exploited and, in such cases, the conduct related to them
may fall within the scope of a variety of provisions of the Lanzarote Convention (see paragraphs
90-92 below).

86. The Lanzarote Committee is particularly concerned by the staggering increase in the
exploitation of child self-generated sexual images and/or videos that has been highlighted by
many authoritative sources in 2021. The committee notes in particular that the:

— Annual Report of the Internet Watch Foundation highlights a 77% rise in child “self-
generated” sexual material from 2019 to 2020, indicating also that in 80% of these cases,
the victims were 11 to 13-year-old girls.

— WeProtect Global Alliance’s “Estimates of childhood exposure to online sexual harms and
their risk factors” report reveals that 65% of young people surveyed in western Europe had
experienced at least one instance of online sexual harm during childhood (a set of harmful
behaviours considered as risk factors for potential or actual child sexual exploitation and
abuse online). The Alliance’s Global Threat Assessment 2021 report also highlights that child
sexual abuse online had gone up by 50% in some European countries during the pandemic.

— Europol’s Internet Organised Crime Threat Assessment (IOCTA) reiterates that the Covid-19
pandemic has significantly influenced the development of a number of threats, including
with respect to explicit sexual self-generated material which is being distributed also for
profit.

87. As explained in the previous sections of this chapter, many children self-generate sexual
images or videos of themselves for private use only but the likelihood that these images/videos
end up being distributed beyond private use without the consent of the child depicted in them
is high. Children may also be deceived with a fake profile or their devices may be hacked. As
seen above, children may also be lured into generating such images and/or videos in the
context of a grooming process.

88. Whatever the situation leading to an offender’s possession of child self-generated sexual

images and/or videos, threatening the child depicted in such images and/or videos to procure
oneself sexual, financial or any other gain is generally referred to as “sexual extortion of
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children” (or “sextortion”).1? This terminology is not present in the Lanzarote Convention but
the Lanzarote Committee’s working group on trends in child sexual exploitation and abuse had
however identified sexual coercion/extortion!!! of children as a rising and challenging trend
and, in 2016, the committee decided to support its parties in dealing with it.1*? The thematic
questionnaire to gather information for this report thus contained a question!!3 on reference
in national law to “ICT-facilitated sexual coercion and/or extortion” to understand whether
parties have established a legal framework to address the specific increasing trend of
exploitation of child self-generated sexual images and/or videos.

89. In this report, “sexual extortion of children” is understood as the forcing, coercing or
threatening of a child with self-generated sexual images and/or videos depicting that child to
procure:

1. additional sexual images or videos;

2. other sexual favours from the child depicted in the images/videos or from another
child (for example, manipulating children to perform sexual acts on themselves or
others);

a financial gain;
4. any other gain (such as contact details of peers for their sexual solicitation, forcing a
child to commit other criminal offences).

w

90. The Lanzarote Committee highlights that sexual extortion of children is related to
different sexual offences covered by the Lanzarote Convention and the use of force, coercion
or threats is a constituent element in several provisions of the convention.

91. Article 18(1)(b), first indent, requires parties to criminalise engaging in sexual activities
with a child where “use is made of force, coercion or threats” and paragraph 120 of the
explanatory report explains that this means “regardless of the age of the child”**(i.e. including

110. The Terminology Guidelines (see pages 52-53) highlight that “Sexual extortion, also called ‘sextortion’, is the
blackmailing of a person with the help of self-generated images of that person in order to extort sexual favours,
money, or other benefits from her/him under the threat of sharing the material beyond the consent of the
depicted person (e.g. posting images on social media). Often, the influence and manipulation typical of groomers
over longer periods of time (sometimes several months) turns into a rapid escalation of threats, intimidation, and
coercion once the person has been persuaded to send the first sexual images of her/himself. ... When carried out
against children, sexual extortion involves a process whereby children or young people are coerced into continuing
to produce sexual material and/or told to perform distressing acts under threat of exposure to others of the
material that depicts them. In some instances, the abuse spirals so out of control that victims have attempted to
self-harm or commit suicide as the only way of escaping it. ... The recommended term is “sexual extortion of
children”, which emphasises that this is a form of extortion that is sexual in nature and that the act is carried out
against a child. The colloquial, often-used term “sextortion” remains more debated in the field of child protection,
as it does not show clearly that it is a matter of sexual exploitation against a child and risks trivialising a practice
that can produce extremely serious consequences”. Reference is also made to Europol’s report “Online sexual
coercion and extortion as a form of crime affecting children — law enforcement perspective”.

111. Both “coercion” and “extortion” were used by the committee at the time as it was aware that in some parties
“extortion” is applicable solely if the benefits expected refer to money or property while the committee also
wishes to clearly capture situations when the offender demands more child self-generated sexual images and/or
videos for his/her sexual gratification or other favour (such as the contact details of peers to be groomed).

112. See Lanzarote Committee 16th meeting report (23-25 November 2016, item 2.3).

113. This was question 11 on “ICT-facilitated sexual coercion and/or extortion” (see Appendix ).

114. This applies also when the fact of engaging in sexual activities with a child is the result of abuse of a recognised
position of trust, authority or influence over the child, or where abuse is made of a particularly vulnerable situation
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when the child is above the age to consent to sexual activities). Article 19(1)(b) requires parties
to criminalise “coercing a child into prostitution or profiting from or otherwise exploiting a child
for such purposes”. Similarly, Article 21(1)(b) requires parties to criminalise “coercing a child
into participating in pornographic performances or profiting from or otherwise exploiting a
child for such purposes”.

92. Offences relating to “child pornography” (Article 20) and “solicitation of children for
sexual purposes” (Article 23) do not refer explicitly to use of threats in their main text.
Nevertheless, the explanatory report to the convention states that “a child may be drawn into
producing child pornography by sending compromising personal photos, which provides the
groomer with a means of controlling the child through threats”. Accordingly, there is
recognition of the potential role of threat in relation to “child pornography” offences, which
may also be considered part of a “grooming” process.

11.3.2 Overview of the situation in parties with respect to prosecution of conduct amounting
to “sexual extortion of children”

93. Of the 43 parties covered by this monitoring round, only Slovenia explained that using
force or threat as well as deception, exceeding or abusing powers to obtain pornographic or
sexual material from a minor constitutes a distinct criminal offence (Article 176(2) of the
Criminal Code).

94. Other parties informed the committee that they pursued such conduct under a number
of different offences, depending on the circumstances of each case (for example, they
prosecute for offences related to “child pornography” concurrently with other offences
depending on the circumstances of each case, and thus also extortion or other similar offences).

95. As to practice concerning prosecution of cases of sexual extortion of children involving
child self-generated sexual material, Slovenia pointed out that a few cases related to the above-
mentioned specific offence based on Article 176(2) of its Criminal Code had been included in
its jurisprudence database. France informed the committee that the activity report of the
“ministere public” concerning 2017 already included reference to such cases. Hungary,
Liechtenstein and North Macedonia reported that, at the time of responding, there had been
no such cases tried in court. Albania, Finland, Germany, Latvia, Lithuania, Malta, Portugal and
Turkey stated that they could not provide data or details about any such cases.

96. The analysis of the information submitted by parties in reply to Question 11 of the
thematic questionnaire referred to above, has shown that at least one of the four objectives
referred to in paragraph 89 above is taken into account in the prosecution of sexual extortion
of children.

of the child. In this respect the Lanzarote Committee recalls that in the context of its first implementation report,
“The protection of children in the circle of trust”, it considered that national legislation should clearly specify that
every child up to 18 years is protected in the context of the basic criminal offence of sexual abuse in the circle of
trust (R6, p. 15).
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Objective 1: additional sexual images or videos of the child

97. The coercer already in possession of child self-generated material attempts to procure or
knowingly obtain access to further child self-generated sexual images and/or videos. If
successful, he/she will eventually possess further counts of “child pornography” which should
be criminalised in accordance with Article 20 of the convention.

98. Austria, Croatia, the Czech Republic, Denmark, Finland, France, Germany, Hungary,
Iceland, Latvia, Liechtenstein, Malta, Poland, Portugal, Romania, the Slovak Republic, Spain,
Sweden and Switzerland prosecute for offences related to “child pornography”, concurrently
with offences where threat is a core element, such as extortion or coercion. In addition to
extortion, Denmark referred to the provision in its criminal code which provides that “any
person who coerces someone to do, accept or fail to do something through threats of disclosing
private details is sentenced to a fine or imprisonment for a term not exceeding two years”,
where the term “private details” covers sexually explicit images and videos. Finland indicated
that for the acts in question it could also be possible to prosecute for sexual abuse of a child,
aggravated sexual abuse of a child or for the attempt of one of these offences. Croatia and
Latvia referred to threat as one of the elements of the offences related to child pornography,
while a part of Bosnia and Herzegovina (Republika Srpska), Montenegro and Portugal stated
that the presence of a threat resulted in an aggravated sanction.

99. In Albania, other parts of Bosnia and Herzegovina, Cyprus, Estonia, Georgia, Lithuania,
Monaco, Montenegro, North Macedonia, the Russian Federation, Slovenia and Turkey,
prosecutions would only be brought for offences related to child pornography, the presence of
a threat not being taken into account.

100. A number of parties referred to further offences which may be established, in recognition
of the constituent elements of coercion/extortion. Many referred to the offence of corruption
of children.'> Furthermore, Belgium, Portugal and Sweden referred to offences related to
child prostitution. Estonia, the Republic of Moldova and the Netherlands qualified such
conduct as trafficking in human beings.'® Under French and Moldovan legislation, prosecution
is possible for sexual harassment. Prosecution is possible under Austrian and Czech law for
sexual coercion. Both the Slovak Republic and Spain classified behaviour in this scenario as
grooming. Belgium reported that prosecution would be possible for debauchery; both Belgium
and Denmark mentioned indecency, while in Switzerland prosecution would be possible also

115. Austria, Bosnia and Herzegovina (in respect of Brcko District), Croatia, Cyprus, France, Germany, Hungary,
Iceland, Latvia, Liechtenstein, Malta, the Republic of Moldova, Monaco, Montenegro, the Netherlands, North
Macedonia, Poland, Portugal, Romania, the Russian Federation, the Slovak Republic, Spain, Sweden,
Switzerland and Turkey.

116. It is recalled that Article 4 of the Council of Europe Convention on Action against Trafficking in Human Beings

establishes that:

a) “Trafficking in human beings” shall mean the recruitment, transportation, transfer, harbouring or receipt of
persons, by means of the threat or use of force or other forms of coercion, of abduction, of fraud, of
deception, of the abuse of power or of a position of vulnerability or of the giving or receiving of payments or
benefits to achieve the consent of a person having control over another person, for the purpose of
exploitation. Exploitation shall include, at a minimum, the exploitation of the prostitution of others or other
forms of sexual exploitation, forced labour or services, slavery or practices similar to slavery, servitude or the
removal of organs;

b) The consent of a victim of “trafficking in human beings” to the intended exploitation set forth in subparagraph
(a) of this article shall be irrelevant where any of the means set forth in subparagraph (a) have been used; ...”
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for wilful defamation and the breach of secrecy or privacy through the use of an image-carrying
device.

Objective 2: other sexual favours from the child depicted in the images/videos or from
another child

101. When the coercer, possessing the child self-generated sexual images and/or videos,

threatens the child for some other kind of sexual gain, a number of offences may be relevant.

— The child may be coerced into performing sexual acts, for example through a webcam. Such
a scenario is covered by Article 21(1)(b) of the convention, which explicitly notes the
presence of coercion.

— The child may be forced into engaging in sexual activities with another child (for example a
sibling through a webcam). Such a scenario is covered by Article 18(1)(b), first indent, of the
convention, which explicitly refers to use of coercion, force or threats.

— Alternatively, they may be coerced to engage in sexual activities with the perpetrator in the
offline world. This would fall under Article 18(1)(b), first indent, of the convention, which
requires criminalisation of engagement in sexual activity with a child where use is made of
coercion, force or threats.

— Other scenarios could include coercing a child to engage in child prostitution as set forth by
Article 19(1)(b) of the convention.

102. Most of the parties reported that in these cases, they would prosecute for sexual abuse
of a child in accordance with Article 18,17 for offences related to child prostitution,®
participation in pornographic performances!'® and corruption of children.’® Some parties
would qualify the conduct described in the second scenario as solicitation of children for sexual
purposes,’?! cyberpredation,?? voyeurism'?® and indecency.'?* In Malta, it is a criminal offence
if a person “with violence, threats, coercion or force compels a person under age into
prostitution or into participating in a pornographic performance”. In Bulgaria, the use of force
or threats is an aggravating circumstance to the offence of persuading a child of 14 years old or
less to “take part in or to observe actual, virtual or simulated sexual intercourse between
persons of the same or different sex or lascivious exhibition of human sexual organs, sodomy,

117. Albania, Austria, Belgium, Bosnia and Herzegovina (in respect of Republika Srpska), Croatia, Cyprus, Estonia,
Finland, France, Germany, Georgia, Hungary, Iceland, Latvia, Liechtenstein, Malta, Monaco, Montenegro, the
Netherlands, North Macedonia, Poland, Portugal, Republic of Moldova, the Russian Federation, the Slovak
Republic, Spain, Sweden, Switzerland and Turkey.

118. Austria, Croatia, Cyprus, Finland, Germany, Georgia, Hungary, Iceland, Latvia, Liechtenstein, Malta,
Montenegro, Republic of Moldova, Monaco, North Macedonia, Poland, Portugal, the Slovak Republic, Sweden,
Switzerland and Turkey.

119. Austria, Croatia, Cyprus, the Czech Republic, Denmark, Finland, Germany, Georgia, Hungary, Iceland, Latvia,
Liechtenstein, Lithuania, Malta, Republic of Moldova, Monaco, Montenegro, the Netherlands, North
Macedonia, Poland, Romania, the Russian Federation, the Slovak Republic, Slovenia, Spain, Sweden,
Switzerland and Turkey.

120. Austria, Bosnia and Herzegovina (in respect of Republika Srpska), Cyprus, France, Germany, Latvia,
Liechtenstein, Malta, Republic of Moldova, Monaco, Montenegro, the Netherlands, Poland, Portugal, Romania,
the Russian Federation, the Slovak Republic, Spain, Sweden, Switzerland and Turkey.

121. Belgium, Bosnia and Herzegovina (in respect of Republika Srpska), Cyprus, Latvia, Lithuania, Montenegro,
the Netherlands, the Slovak Republic and Spain.

122. Belgium.

123. Belgium.

124. Denmark.
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masturbation, sexual sadism or masochism” and a material element of the offence regarding
children over 14 years old.

103. In addition, a majority of parties (Austria, Croatia, the Czech Republic, Cyprus, Denmark,
Estonia, Finland, France, Georgia, Germany, Hungary, Iceland, Latvia, Liechtenstein,
Montenegro, the Netherlands, North Macedonia, Poland, Portugal, Romania, the Russian
Federation the Slovak Republic, Slovenia, Spain, Sweden, Switzerland and Turkey) also
prosecute conduct relating to the possession of the initial child sexual image or video as an
offence related to “child pornography” under Article 20.

104. It appears that Lithuania would only prosecute conduct relating to Article 21 (offences
concerning the participation of a child in pornographic performances), which appears not to
cover the original possession and certainly not the obtainment of the child self-generated child
sexual image and/or video. It appears that Austria, Croatia, the Czech Republic and Finland'?*
would prosecute for sexual coercion in general (not specifically targeting children). Hungary
would prosecute either for the aggravated case of sexual coercion or sexual violence
committed by violence or direct threat to life or physical integrity. Liechtenstein would
prosecute for sexual assault, Switzerland for indecent assault, Germany for sexual assault by
use of force or threats and Spain for sexual aggression; the Czech Republic and France stated
that threat is a constituent element of sexual aggression and rape. Denmark, Romania and the
Slovak Republic reported the possible prosecution for extortion, Denmark, Germany,
Liechtenstein and Sweden for coercion and aggravated coercion, Spain for blackmail, Portugal
and Switzerland for threatening behaviour and coercion. Estonia, Finland, the Republic of
Moldova, Montenegro, North Macedonia and the Slovak Republic qualified such conduct as
trafficking in human beings.

Objective 3: financial gain

105. The offender possessing child self-generated sexual images and/or videos may also
exploit them to gain money or other property from the child.

106. Most of the parties stated that, if the objective of the perpetrator is financial gain, the
conduct will be qualified as extortion or aggravated extortion;?* Sweden and Switzerland
referred to the offence of coercion. A few parties identified the situation as child prostitution,*?’
participation in pornographic performances'® or offences related to child pornography,'*
others as human trafficking,*** when the aim of the threat is not directly to gain money or other
property from the child but a financial benefit through the exploitation of the child. Denmark

125. If the victim is a child under 16 years of age, such an act also constitutes sexual abuse of a child, without
exception.

126. Austria, Belgium, Croatia, the Czech Republic, Estonia, Finland, France, Germany, Georgia, Iceland, Latvia,
Liechtenstein, the Republic of Moldova, Monaco, the Netherlands, North Macedonia, Poland, Portugal,
Romania, the Slovak Republic, Spain, Sweden and Switzerland.

127. Bosnia and Herzegovina (in respect of Republika Srpska), Cyprus, Germany, Hungary (concurrently with
extortion), Iceland, Malta, Montenegro and the Slovak Republic.

128. Hungary (in concurrence with extortion), Lithuania, Malta, Montenegro and the Russian Federation.

129. Cyprus, the Czech Republic, Denmark, Georgia, Slovenia and Turkey.

130. Czech Republic and Estonia.
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and Portugal referred to the offence of invasion of privacy. A few parties did not refer to
extortion or any similar offences or did not submit information in this respect.!3!

Objective 4: any other gain (such as contact details of peers for their sexual solicitation).

107. Finally, it is possible to highlight a fourth objective that encompasses all other cases
where the person in possession of child self-generated sexual images and/or videos demands
that the child does something, omits to do something or suffers for any additional reason with
respect to those referred to in the previous subheadings. This “gain” may be revenge, malicious
joy, but also the contact information of peers, among other things.

108. As a conclusion to section 11.3.2, the committee notes that most of the parties have a
system that creates a variety of possibilities to prosecute this crime (sexual extortion of
children) by assessing whether the initial obtainment and possession by the offender of the
child’s self-generated sexual images and/or videos can be prosecuted as “child pornography”.
In most of the parties it is possible to combine this with provisions of threat, force or coercion.
Depending on the gain in question, numerous other offences may be applicable, but are outside
the scope of the Lanzarote Convention.

Recommendations for steps to be taken to improve the effective implementation of the
Lanzarote Convention

Recommendation lI-11

When dealing with sexual extortion cases involving children, the Lanzarote Committee invites
parties that are not already doing so to take into account the situation where child self-
generated sexual images and/or videos are used to force, coerce or threaten the child to
provide additional self-generated sexual images and/or videos, other sexual favours, financial
gain or other gain to the offenders by:

- creating a specific incrimination to address this situation;

- or prosecuting both the initial obtainment of child self-generated sexual images and/or videos
and the act of extortion.

Recommendation 1I-12

The Lanzarote Committee invites parties that are not already doing so to ensure that sexual
extortion of children involving child self-generated sexual images and/or videos is investigated
and prosecuted.

131. Albania, Bosnia and Herzegovina, Hungary, Lithuania, Malta, Montenegro, the Russian Federation, Slovenia
and Turkey.
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lll. Investigations and prosecution

109. Given the scale of ICT-facilitated sexual abuse and sexual exploitation, as well as the
speed of development of ICTs, the Lanzarote Committee called on parties in its Interpretative
Opinion on the applicability of the Lanzarote Convention to sexual offences against children
facilitated through the use of information and communication technologies (the “interpretative
opinion”) to ensure that investigations and prosecution are effective, through the provision of
resources and training to the responsible authorities.

Interpretative Opinion on the applicability of the Lanzarote Convention to sexual offences against children
facilitated through the use of information and communication technologies (ICTs) (adopted on 12 May 2017)

14. In order to ensure effective investigation and prosecution of sexual offences against children facilitated
through the use of ICTs, resources should be allocated and training should be provided to authorities responsible
for investigation and prosecution;

110. This chapter outlines the measures taken to achieve this aim, with a focus on child self-
generated sexual images and/or videos, as set out in the Opinion on child sexually suggestive
or explicit images and/or videos generated, shared and received by children (the 2019 opinion),
and also highlighting that special measures are often needed in situations where investigations
and prosecution involve juvenile offenders. It first addresses the issue of the specialisation of
persons, units or services in charge of investigations in the field of combating ICT-facilitated
sexual exploitation and sexual abuse, then that of training of law-enforcement agents,
prosecutors and judges in the related field, while keeping a focus on the challenges raised by
child self-generated sexual images and/or videos. Finally, it examines the effectiveness of the
investigation and prosecution of ICT-facilitated sexual offences against children.

lll.1. Specialised units, services or persons

Lanzarote Convention, Chapter VII — Investigation, prosecution and procedural law
Article 34 — Investigations

1. Each Party shall adopt such measures as may be necessary to ensure that persons, units or services in charge
of investigations are specialised in the field of combating sexual exploitation and sexual abuse of children or that
persons are trained for this purpose. Such units or services shall have adequate financial resources.

Article 36 — Criminal court proceedings

1. Each Party shall take the necessary legislative or other measures, with due respect for the rules governing the
autonomy of legal professions, to ensure that training on children’s rights and sexual exploitation and sexual abuse
of children is available for the benefit of all persons involved in the proceedings, in particular judges, prosecutors
and lawyers.

2. Each Party shall take the necessary legislative or other measures to ensure, according to the rules provided by
its internal law, that:

a thejudge may order the hearing to take place without the presence of the public;

b the victim may be heard in the courtroom without being present, notably through the use of appropriate
communication technologies.
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Explanatory report
Article 34 — Investigations

233. Article 34 lays down the principle that professionals responsible for criminal proceedings concerning the
sexual exploitation or sexual abuse of children should be trained in this area.

234. In view of the roles of the various agencies generally responsible for investigating child sexual exploitation
and sexual abuse (police, prosecution services, child protection and health services), parties could set up
interdisciplinary services to carry out investigations, with the aim of enhancing professional competence and of
preventing re-victimisation of the victim by repetitive procedures. Comprehensive and multi-agency child-friendly
services for victims under one roof (often known as “Children’s House”) could, for example, be set up.

235. In order to take account of the diversity of States, resources available and systems for organising
investigation services, the negotiators wanted to make this provision very flexible, the aim being that it should be
possible to mobilise specialised personnel or services for investigations into the sexual exploitation and abuse of
children. Thus, Article 34 provides for specialised units, services or, quite simply, persons, for example when the
size of the State concerned is such that there is no need to set up a special service.

Article 36 — Criminal court proceedings
240. This article contains provisions specific to criminal court proceedings.

241. Paragraph 1, which echoes Article 34, paragraph 1, lays down the principle that those involved in judicial
proceedings (in particular judges, prosecutors and lawyers) should be able to receive training in children’s rights
and in the area of sexual exploitation and sexual abuse of children. The obligations of the States Parties in this
respect must naturally take account of requirements stemming from the independence of the judicial professions
and the autonomy they enjoy in respect of the organisation of training for their members. It is for this reason that
paragraph 1 does not require training to be provided, but states that it should be available to professionals wishing
to receive it.

242. Paragraph 2 contains provisions adapting certain principles governing criminal proceedings in order to
protect children and make it easier to interview them. These principles concern the presence of the public and
arrangements for ensuring that both parties are represented. Thus, sub-paragraph a allows the judge to order the
hearing to take place without the presence of the public, and sub-paragraph b enables the child to be heard
without necessarily being confronted with the physical presence of the alleged perpetrator, in particular through
the use of videoconferencing.

111. Article 34(1) of the Lanzarote Convention calls on parties to ensure that specialised
personnel or services are dedicated to investigating the sexual exploitation and sexual abuse of
children. Specialisation of professionals in charge of investigation and prosecution in ICT-
facilitated sexual offences against children may also be considered to fall under paragraph 14
of the interpretative opinion, both in terms of “resource” allocation and “training”.

112. It should be emphasised that while dedicated units or services are one way of achieving
the specialisation requirement, training programmes of individuals may also be sufficient.
Indeed, the explanatory report to the convention states that Article 34(1) is flexible, the aim
being that it should be possible to mobilise specialised personnel or services for investigations
into the sexual exploitation and abuse of children, depending on factors such as the size of the
state.!3?

132. In this section, the words “units” and “services” should be understood as covering any type of administrative
entity in parties, as well as persons.
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.1.1. Specialisation of law-enforcement agents

113. As far as the EU member states are concerned, the national experts on child sexual
exploitation and abuse (CSEA) co-operate within a well-established structure, the European
Multidisciplinary Platform Against Criminal Threats (EMPACT),*33 which is a part of the EU Policy
Cycle. This initiative was set up in 2010 in order to create a greater measure of continuity for
the fight against serious and organised crime and proved to be effective, increasingly efficient
and coherent, bringing the EU added value in improving co-operation among member states
and relevant third parties.'34

114. In general, parties did not specify whether specialised investigative units cover and/or
were specialised in offences related to child self-generated sexual image and/or video
production, possession, distribution or transmitting, and ICT-facilitated coercion or extortion.

115. Most of the parties (40 of 43),13 however, have specialised units dealing with ICT-
facilitated offences against children within law enforcement, with some having more than one
specialised unit.

116. Specialised units are usually within broader cybercrime or human trafficking
departments. However, several parties have sections/departments dedicated exclusively to
cyber or sexual crimes against children (Bulgaria, Denmark, Germany, Iceland, the Republic of
Moldova, Hungary, the Netherlands, Portugal and Turkey) or even to child abuse material
(Austria, Finland, Italy and Romania).

117. In a number of parties that have no specialised units in law enforcement, cases of ICT-
facilitated sexual offences against children are managed by units specialised in combating
serious crimes (Liechtenstein) or child abuse in general (San Marino).

118. In some parties, such specialised law-enforcement units operate at national level and

cover ICT-facilitated sexual offences against children in the entire country.

— In Bulgaria, the Cyber Crime Sector, which is part of the Ministry of Interior, has a functional
competence to prevent, intercept and reveal instances of online child sexual exploitation.

— In Croatia, there are five specialised civil servants within the Ministry of Interior, Police
Directorate, Department for Juvenile Delinquency and Crime against Children and Family.
The units collaborate closely during criminal investigations. There are also five positions
within the Department for High-Tech Crime.

— In Finland, the CAM (Child Abuse Material) Group includes five permanent policemen.
However, the group does not yet have an official status within the police.

— In Luxembourg, the “Youth Protection” section of the Criminal Investigation Department
has 10 investigators.

133. www.europol.europa.eu/empact.

134. www.consilium.europa.eu/en/policies/eu-fight-against-organised-crime-2018-2021/.

135. Andorra, Albania, Austria, Belgium, Bosnia and Herzegovina, Bulgaria, Croatia, the Czech Republic,
Denmark, Estonia, Finland, France, Georgia, Germany, Greece, Hungary, Iceland, Italy, Latvia, Lithuania,
Luxembourg, Malta, the Republic of Moldova, Monaco, Montenegro, the Netherlands, North Macedonia,
Poland, Portugal, Romania, the Russian Federation, Serbia, Slovenia, Spain, Sweden, Switzerland, Turkey and
Ukraine.
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— Monaco’s Minors and Social Protection Section of the Police Directorate contains
six investigators and two police social workers.

— In Portugal, the National Unit for Combating Cybercrime and Technological Crime of the
“Policia Judiciaria” (judiciary police) has powers to prevent, detect, criminally investigate
and assist judicial authorities.

— In Romania, the Office for Combating Child Pornography through Computer Systems,
operating at the national level, has five dedicated officers.

119. In other parties, there is a central unit and regional subdivisions specialised in ICT-

facilitated sexual offences against children, which co-operate at different levels. This is the case

in the Czech Republic, Estonia, Germany, Poland and Turkey.

— In Germany, the central agency combating sexual offences against children and adolescents
operates at the national level, working in co-operation with regional Lédnder police.

— In Turkey, a special bureau for online child abuse crimes operates within the national
cybercrimes unit. At the same time, there are cybercrime units operating in every province
within police forces.

120. In some countries, part of the law-enforcement work is outsourced. For example, in Italy,
a list of websites disseminating child sexual abuse material, called a “blacklist”, is handed over
to internet service providers in order to prevent and block access to these websites through
filtering systems. The National Center for the Fight against Child Pedopornography on the
Internet (CNCPO), acting as an operational body, frequently liaises with the Observatory for the
Fight Against Paedophilia and Child Pornography, which acts at an institutional level. It is Italy’s
contact point for the police offices of the G8 countries dealing with cybercrime and is part of
the Virtual Global Task Force (VGT) network.

121. In other countries, specialised investigative units are able to conduct separate complex
forensic examinations as one of their main capacities. This is the case in Denmark, in Estonia
with the Forensic Science Institute, in Georgia with the Special Sub-unit for Computer-Digital
Forensics within the Forensics-Criminalistics Main Division of the Ministry of Internal Affairs, in
Hungary with the NBI Cybercrime Department, in Liechtenstein with the Crime Investigation
Division and in Moldova with the Forensic and Judicial Expertise Centre.

Promising practices

In Denmark, the cyber-related sexual offences (CRS) unit is a specialised law-enforcement
branch of the Danish National Police, in charge of dealing with ICT-facilitated sexual offences
against children. The unit consists of approximately 20 officers, both investigators and forensic
analysts, specially trained by both Danish law enforcement and INTERPOL. The unit has
primarily investigative but also preventive functions. The CRS unit also works with other law-
enforcement entities within the Danish Police at local and national level, in order to build
investigation capacity and provide training for police officers working in the field.

There is a specialised team within the Reykjavik Metropolitan Police (Iceland) that investigates
sexual offences against children, including offences committed online and, within that team,
there is a specialist that is specifically tasked and trained in analysing material that shows
children in a sexually explicit or pornographic manner. Other police districts of the country can
contact the Reykjavik Metropolitan Police for advice and assistance. In addition, the National
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Commissioner of the Icelandic Police has hired an expert in digital sexual violence to review and
prepare procedures within the national police in order to increase the quality of investigations
concerning sexual offences online, including offences against children.

In Portugal, inspectors within specialised teams received training on interviewing victims and
collecting forensic evidence, including self-generated intimate images and videos that are
uploaded or shared on the internet.

In some countries, specialised law-enforcement units carry out additional activities to build
their capacity. In Bosnia and Herzegovina and Croatia, cybercrime units conduct proactive
collection and analysis of intelligence. In Denmark, the unit includes both investigators and
forensic analysts, undertakes undercover infiltration and provides training for police officers
working in the field of ICT-facilitated sexual offences against children. In Estonia, the unit has
an examination capacity. In France, the unit works with P2P'36 and Dark Web cases.

Difficulties in implementing the convention

122. The human resources available to specialised units vary significantly, even taking into
account differences in the size and population of countries. In addition, for most parties,
information is lacking on the precise number of law-enforcement officers specialised in ICT-
facilitated sexual offences against children. Given the lack of comparability of human resource
availability and needs, parties should ensure that any specialised units have sufficient human
and financial resources to carry out their functions effectively, including through consultation
with their respective units and other stakeholders and that these capabilities are integrated
within wider organisational and career structures. To ensure the sustainability of such
specialised units, particularly for smaller countries, consideration should be given to integration
of these capabilities in units focused on related crime types (such as cybercrime or child
protection).

123. In Bosnia and Herzegovina, there is a Cyber Crime Section in the Republika Srpska
Ministry of Internal Affairs, but there is no similar body in the Federation of Bosnia and
Herzegovina or the Brcko District.

Recommendations for steps to be taken to improve the effective implementation of the
Lanzarote Convention

Recommendation lli-1

The Lanzarote Committee requests Liechtenstein and San Marino to establish specialised law-
enforcement units, services or persons in charge of dealing with ICT-facilitated sexual offences
against children.

136. Peer-to-peer. In a P2P network, the “peers” are computer systems which are connected to each other via the
internet. Files can be shared directly between systems on the network without the need for a central server. See
further definition: https://techterms.com/definition/p2p.
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Recommendation lll-2

The Lanzarote Committee invites Bosnia and Herzegovina to ensure that there is a law-
enforcement unit, service or person(s) specialised in ICT-facilitated offences against children,
covering the territory of the entire country.

Recommendation IlI-3

Mindful of the different contexts in the parties as recalled in paragraph 235 of the explanatory
report, the Lanzarote Committee requests parties that are not already doing so to ensure that
law-enforcement units, services or persons specialised in ICT-facilitated sexual offences against
children are adequately financed to ensure sufficient resources, including staff, equipment and
training.

Recommendation lli-4

The Lanzarote Committee invites all parties to ensure that the capacities of any investigative
units, services or persons specialised in ICT-facilitated sexual offences against children take into
account evolving technologies and online behaviours, and more specifically, that they reflect
current practices used by perpetrators. Additionally, the Lanzarote Committee invites all
parties to exchange best practices between the relevant investigative units.

Recommendation IlI-5

The Lanzarote Committee invites all parties to ensure that law-enforcement units, services or
persons specialised in ICT-facilitated sexual offences against children adequately cover and/or
are specialised in offences against children involving child self-generated sexual images and/or
videos.

111.1.2. Specialisation in prosecution and courts

124. While examining information submitted by parties with respect to specialisation of
prosecution and court staff in ICT-facilitated sexual offences against children, the committee
realised that this matter had been interpreted in different ways. In some instances, parties
provided information on units specialised in ICT-facilitated sexual offences against children, but
only provided details of the existence of more general units handling cybercrime, sexual
violence or violence against children. In other cases, parties detailed the existence of similar
such units but stated that they did not have units specialised in ICT-facilitated sexual offences
against children. Given the differing interpretations, providing figures on the numbers of
parties where specialised units are in place is of limited use. The section instead provides a
more general overview of units in prosecution and courts which handle, among other things,
ICT-facilitated sexual offences against children.3’

In prosecution

125. Cases concerning sexual abuse or exploitation of children facilitated by ICTs are managed

by offices dedicated to:

— juvenile justice (Belgium, Bosnia and Herzegovina, Croatia, Hungary, France and
Germany);

137. This section is completed by Section Ill-2 (Training of professionals), which deals, in particular, with the
training of professionals working in prosecution and judicial proceedings.
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combating cybercrime (the Czech Republic, Finland, Hungary, Italy, Portugal, the Republic
of Moldova, Serbia, Spain and Turkey);

sexual crimes in general (Austria and Iceland);

child protection in general (Austria and Luxembourg);

violence against children (France and Hungary);

organised crime (France, Romania and Sweden).

126. Although it does not have a specialised unit as such, Italy has a pool of prosecutors in
charge of dealing with ICT-facilitated sexual offences against children. In Estonia, there is a
specialised unit only in the Northern District Prosecutor’s Office. There are, however,
specialised prosecutors in all other regions.

127. In some countries, prosecution offices operate at national level and cover ICT-facilitated
sexual offences against children across the entire country.

In Andorra, prosecutors for juveniles are appointed for a term of five years from the ranks
of public prosecutors and deputy public prosecutors.

In the Republic of Moldova, the Office for Combating Trafficking in Human Beings and
Cybercrime leads criminal prosecution on cases involving child sexual abuse and has five
prosecutors.

In Serbia, there is a special cybercrime prosecutor, four further deputies of the special
prosecutor and five prosecutor’s assistants, all of which are specialised in cybercrime cases.

128. In other parties, there is a central prosecution office and there are regional subdivisions,
or units within local prosecution offices.

In Finland, nine prosecutors at the national level are specialised in crimes against persons,
this including ICT-facilitated sexual offences against children. In addition to these special
prosecutors, there are 11 specialising prosecutors located in local prosecution offices who
are being trained to be experts on all sexual violence-related crimes. In addition, there are
a few prosecutors who have expertise in cybercrimes. They provide training, advice and
guidance to other prosecutors on all matters related to ICT-facilitated offences.

In Romania, there are nine prosecutors within the Cybercrime Service at the national level,
and 174 criminal prosecutors in territorial offices, who handle cases of cybercrime.

In Slovenia, there are specialised departments within the five largest state prosecutors’
offices that are competent in dealing with sexual offences against children (including ICT-
facilitated offences), with approximately 25 prosecutors in total.

In Spain, expertise in cybercrime within the Public Prosecution Service is co-ordinated by
the Central Unit based in Madrid. It has services in each territorial body (provincial
prosecutor offices and local prosecutor offices).

In Sweden, the prosecutor in charge of the prosecution of sexual offences against children
facilitated by ICTs is the specialist on the matter. Different prosecution offices can assign
ICT-facilitated sexual offences against children to prosecutors specialised in cybercrime,
crimes concerning violence and sexual abuse in general or serious and organised crimes.
Crimes which are serious, organised and/or international are primarily handled by the
Swedish Prosecution Authority’s national unit against organised crime. In addition, there
are two national networks for prosecutors: one that works with IT-related crimes and one
that works with violence against or sexual abuse of children, with two dedicated contact
persons in every region.
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Recommendations for steps to be taken to improve the effective implementation of the
Lanzarote Convention

Recommendation Ill-6

The Lanzarote Committee invites Lithuania, Monaco and Ukraine to set up specialised units,
services or persons in charge of the prosecution of sexual offences against children facilitated
by ICTs.

Recommendation IlI-7

Mindful of the different contexts in the parties as recalled in paragraph 235 of the explanatory
report, the Lanzarote Committee requests those parties that are not already doing so to
ensure that prosecution units, services or persons specialised in ICT-facilitated sexual offences
against children are adequately financed to ensure sufficient resources, including staff,
equipment and training.

In courts

129. Most parties do not have specialised units, services or persons in courts in charge of
dealing with ICT-facilitated sexual offences against children. However, in several parties, these
cases are heard by specialised sections of the court system dealing with child-related cases.

— In Croatia, in accordance with Article 37 of the Juvenile Courts Act, there are juvenile
divisions within county courts, as well as in municipal courts located in places where county
courts have their seats. These divisions are composed of juvenile panels and judges who
are competent for criminal offences committed by young adults and by adult perpetrators
who commit sexual offences against children.

— In Germany, the public prosecutor’s office is obliged to file criminal charges in matters
concerning the protection of children before youth courts, if this best protects their
interests. Criminal proceedings brought for ICT-facilitated sexual offences against children
are prosecuted before the youth courts and youth court judges of the local courts
(Amtsgerichte) and before youth divisions of the regional courts (Landgerichte).

— In Italy’s largest cities, there are court sections specialised in offences against vulnerable
victims (including children) or crimes against the person, family and children, which include
proceedings for sexual crimes committed against children and ICT-facilitated crimes.

— In North Macedonia, under Article 101 of the Law on Juvenile Justice, specialised court
departments for “child crimes” shall be composed of judges specialised in juvenile cases.

130. In some other parties, cases are heard by court units specialised in sexual offences. In
Andorra, a specialised unit in the court system examines cases involving ICT-facilitated sexual
offences against children throughout the country.’3® In Austria, according to Article 26,
paragraph 6, of the Federal Court Organisation Act (GOG), all cases concerning sexual offences
have to be handled within specialised court units.

138. In Andorra, there are also rooms used specifically for cases concerning children, including those concerning
child protection.
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131. Elsewhere, cases are handled by courts or court units responsible for cybercrime. In
Serbia, for example, the Higher Court in Belgrade is in charge of cybercrime cases for the
territory of the Republic of Serbia.

132. In France, criminal courts have general jurisdiction and there is no legal provision for
courts to specialise in ICT-facilitated sexual offences against children. However, the public
prosecutor decides on the organisation of its jurisdiction and may therefore assign one or more
magistrates to cases involving children, such as cases of sexual violence against children,
including when facilitated by ICTs.

133. Some parties that do not have specialised units within the court system have taken other

measures to ensure better court procedures for child victims.

— In Bosnia and Herzegovina, the courts and prosecutors have social pedagogues at their
disposal as expert advisers.

— In Hungary, the president of the National Office of the Judiciary set up the Children’s Rights
Cabinet in 2020. The president of the cabinet is a lawyer specialising in children’s rights,
and among the members there are criminal law and family law judges as well. The task of
the cabinet is to deliver opinions and submit proposals for judicial measures ensuring that
children’s rights (including the right to information, representation, participation and
protection) are respected in their entirety while taking into consideration children’s mental
and emotional development and the circumstances of a given case. Hungary also has
specialised hearing rooms for children.

Recommendations for steps to be taken to improve the effective implementation of the
Lanzarote Convention

Recommendation I1I-8

The Lanzarote Committee invites Bulgaria, the Czech Republic, Denmark, Estonia, Monaco,
Montenegro, Netherlands, Romania, Switzerland and Ukraine to establish, where
appropriate, specialised units, services or persons within the courts in charge of dealing with
ICT-facilitated sexual offences against children.

Recommendation IlI-9

The Lanzarote Committee invites all parties to ensure that units, services or persons within
courts responsible for ICT-facilitated sexual offences against children have the necessary
specialisation in the intersecting areas of children’s rights, sexual abuse and sexual exploitation
of children and ICT technical knowledge.

Recommendation 111-10

The Lanzarote Committee invites all parties to ensure that units, services or persons within
courts responsible for ICT-facilitated sexual offences against children have sufficient
specialisation in offences involving child self-generated sexual images and/or videos.
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1.1.3. Specialisation in dealing with child offenders

Explanatory report, Chapter VI — Substantive criminal law

116. [...] the negotiators acknowledged that in certain circumstances where minors commit offences (such as, for
example, where they produce child pornography among themselves and for their own private use but
subsequently distribute those images or make them available on the Internet), there may be more appropriate
methods of dealing with them and that criminal prosecution should be a last resort.

Interpretative Opinion on the applicability of the Lanzarote Convention to sexual offences against children
facilitated through the use of information and communication technologies (ICTs) (adopted on 12 May 2017)

3. Acknowledging the specific developmental needs of children who sexually offend through ICTs, with the aim of
addressing their sexual behavioural problems ...

[...]

14. Resources should be allocated and training should be provided to authorities responsible for investigation and
prosecution;

Opinion on child sexually suggestive or explicit images and/or videos generated, shared and received by children
(adopted 6 June 2019)

7. Children should only be criminally prosecuted for conduct related to “child pornography” as a last resort and
priority should be given, depending on the circumstances, to more appropriate methods of dealing with their
harmful behaviour (e.g. educational measures, therapeutic assistance) when:

[...]

a. children who initially generated the sexually suggestive or explicit images and/or videos of themselves only for
their own private use subsequently decide to knowingly or intentionally offer or make available, distribute or
transmit such images and/or videos to others;

b. children who receive other children’s self-generated sexually suggestive or explicit images and/or videos
without asking for them subsequently decide to keep (i.e. store, not delete) such images and/or videos;

c. children intentionally obtain sexually suggestive or explicit images and/or videos generated by other children.

134. In order to ensure that children are only prosecuted as a last resort for ICT-facilitated
sexual offences (including those related to child self-generated sexual images and/or videos)
and that alternative methods of dealing with their behaviours are prioritised, where
appropriate,'® specialisation of those responsible for investigation and prosecution is
important. This can be seen as a particular facet of the requirement for these bodies to be
specialised in the field of combating child sexual exploitation and sexual abuse online (Article 34
of the Lanzarote Convention and paragraph 14 of the interpretative opinion, above).

Specialised investigative units

135. In a minority of parties, specialised investigative units exist for handling ICT-facilitated
sexual offences where these are committed by children (Belgium, Denmark, Finland, Iceland,
Latvia, the Republic of Moldova, the Netherlands, North Macedonia, Norway, the Russian
Federation, Serbia, Spain and Ukraine).

136. In the Slovak Republic, sexual offences committed by adults or by children against
children and facilitated by ICT are dealt with by the Cybercrime Department of the Criminal
Police Office, which is part of the Presidium of the Police Force.

139. See Recommendations II-6 to II-9 in Chapter Il on legal frameworks.
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137. In some parties that have no such specialised unit, investigations related to sexual
offences committed by children are carried out by:

— a cybercrime unit and police vice squad (Malta);

— adirector for investigating organised crime and terrorism (Romania).

Specialised prosecution services

138. In some parties, there are specialised prosecution services which handle ICT-facilitated
sexual offences committed by children (Albania, Austria, Bosnia and Herzegovina, Hungary,
Iceland, Italy, the Russian Federation, Serbia and Slovenia). In Sweden, the prosecutors in
charge of the prosecution of crimes committed by juvenile offenders (under the age of 18 and
above 15 years) are specialists in the matter.

139. A number of parties also have specialised sections within the court system which handle
ICT-facilitated sexual offences committed by children (Bosnia and Herzegovina, Italy, Spain,
Switzerland and Turkey).

140. In Germany, which does not have a specialised unit within the prosecution or court
system, such offences fall under the competence of youth public prosecutors and special youth
courts, respectively.

141. There are no specialised units or public prosecutors in the organisational units of the
public prosecutor’s office in Poland conducting or supervising pretrial proceedings for sexual
offences against children, the commission of which is facilitated by the use of ICT by child
offenders.

Recommendation for steps to be taken to improve the effective implementation of the
Lanzarote Convention

Recommendation lli-11

The Lanzarote Committee invites parties that are not already doing so to have units, sections
or persons specialised in ICT-facilitated sexual offences committed by children against other
children for authorities responsible for investigation and for authorities responsible for
prosecution.

Il.2. Training of professionals

Lanzarote Convention, Chapter VII — Investigation, prosecution and procedural law

Article 34 — Investigations

1. Each Party shall adopt such measures as may be necessary to ensure that persons, units or services in charge of
investigations are specialised in the field of combating sexual exploitation and sexual abuse of children or that
persons are trained for this purpose. [...]

Article 36 — Criminal court proceedings

1. Each Party shall take the necessary legislative or other measures, with due respect for the rules governing the
autonomy of legal professions, to ensure that training on children’s rights and sexual exploitation and sexual abuse
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of children is available for the benefit of all persons involved in the proceedings, in particular judges, prosecutors
and lawyers.

Explanatory report
Article 34 — Investigations

233. Article 34 lays down the principle that professionals responsible for criminal proceedings concerning the
sexual exploitation or sexual abuse of children should be trained in this area.

234. In view of the roles of the various agencies generally responsible for investigating child sexual exploitation
and sexual abuse (police, prosecution services, child protection and health services), parties could set up
interdisciplinary services to carry out investigations, with the aim of enhancing professional competence and of
preventing re-victimisation of the victim by repetitive procedures. Comprehensive and multi-agency child-friendly
services for victims under one roof (often known as “Children’s House”) could, for example, be set up.

Article 36 — Criminal court proceedings

241. Paragraph 1, which echoes Article 34, paragraph 1, lays down the principle that those involved in judicial
proceedings (in particular judges, prosecutors and lawyers) should be able to receive training in children’s rights
and in the area of sexual exploitation and sexual abuse of children. The obligations of the States Parties in this
respect must naturally take account of requirements stemming from the independence of the judicial professions
and the autonomy they enjoy in respect of the organisation of training for their members. It is for this reason that
paragraph 1 does not require training to be provided, but states that it should be available to professionals wishing
to receive it.

142. Article 34, paragraph 1, requires parties to provide training in the field of combating child
sexual exploitation and sexual abuse to those in charge of investigations.

143. Article 36, paragraph 1, aims to ensure that those involved in criminal proceedings have
access to training on children’s rights and sexual exploitation and abuse. While it does not
mandate such training, it provides that it should be made available and that all those involved
in criminal proceedings should be able to benefit from it. However, it specifies that such training
should be made available in particular to judges, prosecutors and lawyers.

144, These provisions should be read in line with the interpretative opinion. It states that
training should be provided to authorities responsible for investigation and prosecution, in
order to ensure effective investigation and prosecution of sexual offences against children
facilitated through the use of ICTs (paragraph 14).

Interpretative Opinion on the applicability of the Lanzarote Convention to sexual offences against children
facilitated through the use of information and communication technologies (ICTs) (adopted on 12 May 2017)

14. In order to ensure effective investigation and prosecution of sexual offences against children facilitated
through the use of ICTs, resources should be allocated and training should be provided to authorities responsible
for investigation and prosecution;
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1.2.1. Training of law-enforcement agents

145. The majority (38 out of 43)'4° of parties have training modules in place for law-
enforcement agents related to aspects of child sexual exploitation and sexual abuse.

146. Many of these parties have their own training programmes, used either in full or in part
to carry out training for law-enforcement agents (Albania, Andorra, Austria, Belgium, Bosnia
and Herzegovina, Croatia, the Czech Republic, Denmark, Estonia, Finland, France, Germany,
Hungary, Italy, Latvia, Lithuania, Luxembourg, Monaco, the Netherlands, Norway, Poland,
Portugal, Romania, the Russian Federation, San Marino, the Slovak Republic, Spain, Sweden,
Switzerland and Turkey).

147. In other parties, law-enforcement officials can access training, either wholly or in part,

through external organisations.

— In Andorra, training is carried out by the specialised bodies of neighbouring countries
(France and Spain).

— Within the framework of the Council of Europe project “Strengthening and protecting the
rights of children in Ukraine”, more than 100 training sessions for law-enforcement officers
and social workers were conducted in 2015.

— Dedicated training activities are organised by specialised organisations and institutions such
as INTERPOL, Europol and CEPOL.

148. In 11 parties, there is training provided for law-enforcement agents by the party, as well
as by external organisations (Croatia, Estonia, Finland, Hungary, Iceland, Latvia, Lithuania,
Luxembourg, Portugal, the Slovak Republic and Switzerland).

149. In a number of parties, specific training is provided for members of specialised law-

enforcement units.

— In Andorra, members of the specialised police unit for crimes against persons (including
minors) undergo mandatory training that covers all sexual offences when they join the unit.

— In Croatia, a training course is provided by the Police Academy for police officers
specialising in young people. It addresses topics related to sexual abuse and exploitation
of children on the internet. A second training course is provided for police officers
investigating criminal offences committed against children through the internet.

— Police staff assigned to such services in France are given specific training on techniques for
interviewing child victims and on the psychological aspects of investigations.

— Latvian law requires officials of the State Police who work with children to complete
educational programmes to attain specialised knowledge in the field of protection of the
rights of the child.

— In Luxembourg, the officers of the youth protection section of the Judicial Police
Department follow specific seminars on the fight against child sexual exploitation and
abuse involving ICTs.

140. Albania, Andorra, Austria, Belgium, Bosnia and Herzegovina, Bulgaria, Croatia, Cyprus, the Czech Repubilic,
Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Iceland, Italy, Latvia, Lithuania, Luxembourg,
Malta, the Republic of Moldova, Montenegro, Monaco, the Netherlands, Norway, Poland, Portugal, Romania,
the Russian Federation, San Marino, the Slovak Republic, Slovenia, Spain, Sweden, Switzerland and Turkey.
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— In Spain, members of the specialised police unit attend all courses organised on child sexual
exploitation on the internet.

150. Other forms of training are available for law-enforcement agents more generally,
provided through training courses (Estonia, France, Italy and Romania), in police schools
(Hungary, Croatia, France and Norway), through annual working meetings with a training
component (Slovak Republic) and through provision of training materials (Italy and Spain).

151. Training is also provided at different levels (Spain). In Germany, training is available both
by the Federal Criminal Police Office and in individual Ldnder. In the Slovak Republic,
mandatory training is provided for representatives of the criminal police chosen from every
municipality. In Turkey, meanwhile, the cybercrimes unit provides training both nationally and
internationally.

152. The content of training described by parties is varied and includes:

— children’s rights and international law (Italy and Turkey);

— hearing the child (France);

— sexual offences and violence against children (Andorra, Bosnia and Herzegovina, Italy, the
Slovak Republic and Turkey), such as intrafamilial violence (France);

— combating online child sexual abuse and exploitation, specifically (Croatia, Luxembourg,
Romania, the Slovak Republic, Spain and Turkey);

— investigative processes, including interviewing techniques, where a child victim is involved
(Croatia, Estonia, France, Romania and Turkey);

— juvenile delinquency (the Czech Republic, France and Turkey), such as violence against a
relative (France);

— international co-operation in cybercrime investigations (Turkey);

— forensic investigation (France and Romania).

153. Only Denmark, Germany, Hungary, Iceland, Italy, Portugal and the Russian Federation
have specific law-enforcement training on production, possession, distribution or transmitting
of child self-generated sexual images and/or videos and ICT-facilitated coercion or extortion.

154. Spain specified that there was no training available on child self-generated sexual images
and/or videos.

155. Liechtenstein specified that it does not have specialised training in place for law-
enforcement agents.

Promising practices

Save the Children in North West Balkans has worked with several government departments in
Bosnia and Herzegovina to develop a curriculum for police officers which includes training in
the field of violence against children. So far, 30 police officers have undergone advanced
instruction to become trainers.
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In the Czech Republic, law-enforcement agents can benefit from qualification training courses.
A time allowance of 20 hours is devoted to the issue of committing crime against children,
including in cyberspace. The issue of cybercrime is given a time allowance of 22 hours.

Denmark conducts mandatory training at its National Police Academy for front-desk officers in
handling cyber-related crime, which includes child self-generated sexual images and/or videos,
sharing of content between children, coercion and extortion.

In Portugal, inspectors within specialised teams receive training on interviewing victims and
collecting forensic evidence, including self-generated intimate images and videos that are
uploaded or shared on the internet.

In Hesse, Germany, the Polizeiakademie offers a course on child pornography and juvenile
pornography in Germany on the internet, with a target age range of 14-18. The week-long, non-
obligatory course covers the production, possession, procurement and further dissemination
of data or material constituting pornography, including the criteria defining a criminal offence
as set out in the criminal code. The course covers both legal issues and technical terms.

In addition to training, carabinieri in Italy receive a handbook, “Guaranteeing the Rights of
Minors — Vademecum for Police Forces”, which covers topics such as cyberbullying and child
sexual abuse material, including that which results from child self-generated sexual images
and/or videos.

In the Netherlands, the Dutch Police has specific units on CSAM and child sexual trafficking
(CST), consisting of highly specialised and specifically trained personnel, also with regard to
offences involving child self-generated sexual images and/or videos and ICT-facilitated coercion
or extortion. Different initiatives within the police organisation aim to enhance co-operation
and collaboration between the CSAM and CST teams, the vice teams and the specialised teams
in digital law enforcement and high-tech crime.

Recommendations for steps to be taken to improve the effective implementation of the
Lanzarote Convention

Recommendation 11I-12

The Lanzarote Committee requires Georgia, Liechtenstein, North Macedonia, Serbia and
Ukraine to ensure training on sexual offences against children for all law-enforcement agents
who are likely to come into contact with such cases, including front-desk officers, rather than
reserving it for specialised units.

Recommendation 111-13

The Lanzarote Committee requests Georgia, Liechtenstein, North Macedonia, San Marino,
Serbia and Ukraine to include ICT-facilitated sexual offences against children in training of law-
enforcement agents who are likely to come into contact with such cases.

Recommendation Ill-14
The Lanzarote Committee invites parties that are not already doing so to provide specific
training on ICT-facilitated sexual offences against children, including when such offences
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involve child self-generated sexual images and/or videos, and ICT-facilitated coercion or
extortion to law-enforcement agents who are likely to come into contact with such cases.'#

11.2.2. Training of prosecutors

156. The majority of parties (36 out of 43)'#? have training in place for prosecutors on aspects
of child sexual exploitation and sexual abuse.

157. Of these, many (27) have their own training programmes in place, which are used either
in full or in part to carry out training for prosecutors (Andorra, Austria, Bosnia and
Herzegovina, Croatia, the Czech Republic, Denmark, Finland, France, Georgia, Germany,
Hungary, Italy, Latvia, Liechtenstein, Lithuania, the Republic of Moldova, Montenegro, the
Netherlands, Poland, Portugal, Romania, the Russian Federation, Serbia, the Slovak Republic,
Slovenia, Spain, Sweden, Switzerland and Turkey). In some other parties, prosecutors can
access training through external organisations.

158. Four parties have both their own and external training available for prosecutors (Bosnia
and Herzegovina, Finland, Poland and Romania).

159. Depending on the party, training is organised by national judicial academies (Germany,
Poland, Portugal, Serbia, the Slovak Republic and Turkey) or by prosecution authorities
(Bulgaria, Denmark and Sweden). In the Republic of Moldova, training for prosecutors on
investigating offences relating to sexual exploitation and sexual abuse of children is provided
within the National Institute of Justice.

160. Several parties detailed relevant projects aimed at providing training resources, in co-

operation with international organisations.

- In Bosnia and Herzegovina, “Guidelines for acting in case of violence against children in
the ICT environment in Bosnia and Herzegovina” have been produced in co-operation
with UNICEF and the International Solidarity Forum EMMAUS.

- In the Russian Federation, the training of prosecutors within the framework of the
University of the Prosecutor’s Office of the Russian Federation and its branches includes
a set of disciplines such as the protection of the rights of children in general and ICT-
facilitated sexual offences against children in particular.

- The Serbian Judicial Academy implements basic and advanced training on high-tech crime
and child internet safety in co-operation with Save the Children.

161. The nature of the training provided varies between parties: it can form a component of

prosecutors’ pre-professional education, be part of a regular, ongoing training programme for

practising prosecutors or the topic of ad hoc seminars.

— In Austria, and in addition to training, voluntary seminars on child pornography and sexual
abuse of minors take place on a biannual basis.

141. Such training can also be part of broader training programmes.

142. Andorra, Austria, Belgium, Bosnia and Herzegovina, Bulgaria, Croatia, the Czech Republic, Denmark,
Estonia, France, Finland, Georgia, Germany, Hungary, Iceland, Italy, Latvia, Liechtenstein, Lithuania, Malta, the
Republic of Moldova, Montenegro, the Netherlands, North Macedonia, Norway, Poland, Portugal, Romania, the
Russian Federation, Serbia, the Slovak Republic, Slovenia, Spain, Sweden, Switzerland and Turkey.
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In Denmark, the Director of Public Prosecutions offers a yearly, three-day course to train
prosecutors on cases involving crimes against children.

In Hungary, specialised training, meetings, round tables and conferences are organised for
prosecutors, and prosecutors can enrol in an LL.M. on juvenile justice.

In Latvia, prosecutors must pass two training courses on children’s rights as part of an
education programme on specialised knowledge consisting of 40 lessons, including 24
lessons on knowledge perfection.

In Spain, sexual offences against children (particularly in relation to “child pornography”)
form an essential part of prosecutors’ education, allowing them to access the Prosecution
Service.

162. In a number of parties, a combination of different types of training are implemented.

In Turkey, the prosecutors’ training is rather practical: aspiring prosecutors visit Child
Monitoring Centres (CiM) for a total of eight hours, in order to follow investigatory and
examination activities in crimes where the victim is a child.

In other parties, the training courses are characterised by the multiplicity of resources
available to prosecutors, including guides or online FAQs (Bosnia and Herzegovina, Serbia
and Sweden). In Sweden the Prosecution Authority offers a yearly, two-week course to
train prosecutors on cases involving crimes against children. One week is dedicated to
violence against children and one week is dedicated to sexual abuse of children. A three-
day education programme on cybercrime, including ICT crimes, is also offered within the
Prosecution Authority.

163. Another difference between the parties is whether the training is mandatory or
voluntary.

For a number of parties, specialised training on sexual exploitation and abuse of children is
mandatory for prosecutors specialised or assigned to cases involving children (Spain). In
Bosnia and Herzegovina, this requirement is embedded in the law. In Latvia, specialised
training on the protection of children’s rights is mandatory for all prosecutors working with
children.

Participation in specialised seminars tends to be voluntary (Austria and Germany), as are
post-qualification courses open to all prosecutors (Denmark and Spain).

More general training on children’s issues and sexual offences tends to be compulsory
(Andorra and Spain). Evaluation of the prosecutors’ participation in the professional
development activities is mandatory (Latvia).

164. The parties detailed a range of training content, including:

children’s rights (Bosnia and Herzegovina, Bulgaria, Hungary, Latvia and Portugal);
interviewing children and other procedures (Denmark, Romania and Turkey), including
communicating with children throughout criminal proceedings (Latvia and Poland);

sexual violence against children (Andorra, Bulgaria, Denmark, France, Germany, Hungary,
Italy, Portugal, Romania, Spain and Turkey);

online child sexual abuse and sexual exploitation (Bosnia and Herzegovina, Bulgaria, the
Czech Republic, France, Germany, Poland and Sweden);

child sexual abuse material, specifically (Austria, Bosnia and Herzegovina, the Czech
Republic, Denmark, Finland, France, Germany, Poland, Portugal and Spain);
interdisciplinary approaches (Germany and Portugal);
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— international collaboration (Bulgaria and Germany);

— investigation of digital offences (Iceland);

— specificissues relating to high-tech or cybercrime (the Czech Republic, France, Hungary and
Serbia);

— promoting the development of best practices and enhancing conscious case management
(Hungary).

165. Few countries specified whether training for prosecutors covered the challenges raised
by child self-generated sexual images and/or videos, and ICT-facilitated coercion or extortion.
However, some partial exceptions were found: in Austria and the Czech Republic, where
seminars on issues surrounding child sexual abuse material are regularly held; in Iceland where
a special course for prosecutors addressing the issue was held in the autumn of 2019; in
Portugal, which includes harassment for sexual videos in its ongoing training; and in Italy,
which, in 2018, devoted a training course, addressing judges, prosecutors and attorneys, on
children’s rights in the digital environment including topics that were then included among the
criminal offences covered by the “Red Code” (Law No 69/2019). In Bosnia and Herzegovina,
the guidelines for acting in case of violence against children in the ICT environment cover the
use of social media networks, which could be of particular relevance for these specific areas. In
Germany, the Federal Ministry of Justice and Consumer Protection was scheduled to offer a
seminar at the German Judicial Academy in 2022 covering, among other things, the use of
investigative authority to combat child pornography. This advanced training measure will be
directed both to judges and public prosecutors.

166. Cyprus specified that it does not have specialised training in place for prosecutors.

Promising practices

In Austria, the judiciary provides specialised training to prosecutors, prosecutor trainees and
judges on the topics of sexual exploitation and sexual abuse of children, including sexting,
violence and hate on the internet, and cybercrime and the darknet. In addition, training on child
pornography and sexual abuse of minors takes place every two years.

In the Czech Republic, the Judicial Academy regularly organises or co-organises educational
events related to ICT-facilitated criminal offences, including sexual offences, available to
prosecutors, judges and, depending on the capacity of the courses, legal and judicial trainees,
as well as assistants to judges and prosecutors. Among these, two long seminars were
organised in 2021 under the theme “Cybercrime — selected issues”, focusing on, among other
things, “threats on social networks, especially against children, cyberbullying, cybergrooming,
sexting, cyberstalking, extortion, production and distribution of child pornography”. In
addition, a three-day seminar “Juveniles and minors” was organised in 2019, focusing on the
issue of “children and risks of cyberspace”, including on the issues of “crimes committed by
children and on children through the cyber environment and the protection of children,
cyberbullying, sexting, webcamtrollling, cybergrooming”.

In Finland, there are specialised public prosecutors (senior specialised prosecutors and district
prosecutors) in all prosecutor districts of the National Prosecution Authority who are
responsible for prosecution of sexual offences and ICT-facilitated sexual offences, including
when committed by children against other children. In addition, the specialised prosecutors
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have undergone all training available on issues such as “child abuse material” and “sexual
offences against children” and have become trainers themselves. Training courses on the issue
of ICT-facilitated sexual offences against children, including offences involving the production
of sexual images or videos representing a child, are also available to prosecutors.

In Poland, the National School of Judiciary and Public Prosecution will organise a training course
entitled “Crimes against minors committed via the internet”. The proposed key topics include,
inter alia, the characteristics of internet crime against minors, online threats, grooming
offences, child pornography and the methodology for conducting proceedings in cases
concerning the production and distribution of pornographic content with the participation of a
minor. The training will be addressed to judges and judge’s assessors adjudicating in criminal
divisions, prosecutors and prosecutors’ assessors. Polish judges and prosecutors also
participated in international training organised in the framework of co-operation with the ERA
Academy of European Law on “soliciting children online for sexual purposes” and on
“preventing child sexual abuse material online”.

In Portugal, the Centre for Judicial Studies provides ongoing training for judges and prosecutors
that covers the possibility of being harassed for the “realisation of sexual videos”. The course
also underlines the need for close links between the Criminal and the Family and Children
jurisdictions.

The Swedish Prosecution Authority is currently working to implement the project “Crimes
against children, close relationships and sexual offences against adults and children — a
developed best practice”. The project is carried out in close co-operation with the police and
includes further development of the methodology and work procedure for prosecutors.

Recommendations for steps to be taken to improve the effective implementation of the
Lanzarote Convention

Recommendation 11I-15

The Lanzarote Committee requires parties that are not already doing so'#* to put training in
place for prosecutors on aspects of child sexual exploitation and sexual abuse.
Recommendation IlI-16

The Lanzarote Committee requests parties that are not already doing s0'**4° to ensure that
training on ICT-facilitated sexual offences against children is available for prosecutors who are
or will be working on these issues.

143. Albania, Cyprus, Greece, Luxembourg, Monaco, San Marino and Ukraine.

144. Albania, Andorra, Belgium, Cyprus, Estonia, Georgia, Greece, Latvia, Liechtenstein, Lithuania, Luxembourg,
Malta, the Republic of Moldova, Monaco, Montenegro, the Netherlands, North Macedonia, Norway, Romania,
San Marino, the Slovak Republic, Slovenia, Switzerland, Turkey and Ukraine.

145 After the adoption of the report, the Committee was informed that the situation in the Republic of Moldova is
in fact in line with recommendation 11I-16. Indeed, prosecutors receive regular trainings on aspects of ICT
facilitated sexual offences against children.
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Recommendation Ill-17

The Lanzarote Committee invites parties that are not already doing so to ensure that training
on the challenges raised by child self-generated sexual images and/or videos and ICT-facilitated
coercion or extortion of children is available to prosecutors.4

1.2.3. Training of judges

167. The majority (34 out of 43)'%’ of parties have relevant training in place for judges.

Of these, most (28) have their own training programmes in place, which are used either in
full or partly to carry out training for judges (Andorra, Austria, Bosnia and Herzegovina,
Croatia, the Czech Republic, Denmark, Finland, Georgia, Germany, Hungary, Italy, Latvia,
Lithuania, Luxembourg, the Republic of Moldova, Monaco, Montenegro, the Netherlands,
Poland, Portugal, Romania, the Russian Federation, Serbia, the Slovak Republic, Spain,
Sweden, Switzerland and Turkey). In several others, training is made available by external
organisations.

In six parties, training is provided by the party and by external organisations (Bosnia and
Herzegovina, Denmark, Latvia, Luxembourg, Montenegro, Poland and Romania).

In many parties, judges and prosecutors are trained together and/or have the same training
options available to them (Andorra, Austria, Bosnia and Herzegovina, the Czech Republic,
France, Germany, Italy, Poland, Portugal, Romania, Serbia and Turkey).

168. The committee notes the following specific training arrangements for judges.

In Finland, judges were offered a voluntary course on the Lanzarote Convention and related
legislative amendments in 2011.

In Italy, the Juvenile Court works with “honourable judges”, with high and proven
professionalism and competence, in relation to the protection of and problems relating to
children.

It is mandatory in Latvia for judges who participate in cases on violence against children to
pass a 40-hour training course on children’s right to protection. There is, however, no
specific focus on ICT-facilitated offences against children.

Before taking up office, magistrates in Luxembourg must undergo basic training, which
includes issues of youth protection, and undertake internships in the youth courts, teams
and law-enforcement agencies. They also visit institutions which take care of children,
including minor offenders. In addition, magistrates can access continuing education, both
in Luxembourg and abroad, on a voluntary basis.

In the Republic of Moldova, training for judges on examining offences relating to sexual
exploitation and sexual abuse of children is provided within the National Institute of Justice.
In North Macedonia, under Article 101 of the Law on Juvenile Justice, the judge specialised
in juvenile cases is required to undergo annual training.

In Romania, in addition to pre-professional education, magistrates are provided with
continuous, compulsory training by the National Institute of Magistracy.

In the Russian Federation, training of judges provided by the Russian State University of
Justice includes the specifics of trial on sexual offences against minors on the internet.

146. Such training can also be part of broader training programmes.

147. Andorra, Austria, Bosnia and Herzegovina, Croatia, Cyprus, the Czech Republic, Denmark, Finland, France,
Georgia, Germany, Greece, Hungary, Italy, Latvia, Lithuania, Luxembourg, Malta, the Republic of Moldova,
Monaco, Montenegro, the Netherlands, North Macedonia, Poland, Portugal, Romania, the Russian Federation,
Serbia, the Slovak Republic, Slovenia, Spain, Sweden, Switzerland and Turkey.
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— In Sweden, a two-day training session is organised on an annual basis for criminal law
judges, also aimed at providing them with the opportunity to meet and discuss selected
issues and to exchange experiences. During the 2016 session, criminal trial procedures
involving children and online sexual offences against children were two major themes.
Training sessions on sexual offences, in general, are offered by the Courts of the Judicial
Training Academy. Permanent judges are not subject to mandatory training. The Swedish
Judicial Training Academy offers judges a course in cybercrime which includes a session on
child pornography. From the 2021 training session for criminal law judges, one of the
themes was “distance” crimes (ICT-facilitated offences), which included information on
sexual offences against children.

— In Serbia, there is no advanced training or specialisation organised for judges on
cybercrime.

169. Liechtenstein and San Marino specified that no specialised training was in place for
judges.

Recommendations for steps to be taken to improve the effective implementation of the
Lanzarote Convention

Recommendation 1I-18

The Lanzarote Committee requests parties that are not already doing s0'*14° to ensure that
training on ICT-facilitated sexual offences against children is available for judges who are or will
be working on these issues.

Recommendation I1I-19

The Lanzarote Committee invites all parties to ensure that training on the challenges raised by
child self-generated sexual images and/or videos and ICT-facilitated coercion or extortion of
children is available to judges.?>®

111.2.4. Training overall

170. Very little training specifically addresses the theme of the monitoring round: the
challenges raised by child self-generated sexual images and/or videos. Most of the training
covered in this chapter deals with general issues involving the protection of children from
sexual exploitation and abuse (usually, but not always, facilitated by ICT).

171. However, the number of parties that are training their relevant professionals on how to
interview and otherwise deal with children in cases of sexual exploitation and sexual abuse is
encouraging. This gives hope that this will translate into a better understanding of the
challenges raised by child self-generated sexual images and/or videos and ICT-facilitated
coercion and extortion of children.

148. Albania, Andorra, Belgium, Bosnia and Herzegovina, Bulgaria, Croatia, Cyprus, Denmark, Estonia, Georgia,
Greece, Italy, Latvia, Liechtenstein, Lithuania, Luxembourg, Malta, the Republic of Moldova, Monaco,
Montenegro, the Netherlands, North Macedonia, Norway, Romania, San Marino, Serbia, the Slovak Republic,
Slovenia, Spain, Switzerland, Turkey and Ukraine.

149 After the adoption of the report, the Committee was informed that the situation in the Republic of Moldova is
in fact in line with recommendation IlI-18. Indeed, judges receive regular trainings on aspects of ICT facilitated
sexual offences against children.

150. Such training can also be part of broader training programmes.
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172. Joint (or “joined-up”) training can ensure coherence and consistency across all aspects
and steps of criminal proceedings. In many instances, prosecutors and judges are trained
together (as mentioned above); in fewer instances, law enforcement and other judicial
authorities are offered joint training (Poland and Romania). In the context of the Council of
Europe End Online Child Sexual Exploitation and Abuse@Europe (EndOCSEA@Europe) regional
project, several national training programmes in an online format were held in a
multistakeholder setting, jointly for representatives of law enforcement, judges and
prosecutors from Ukraine and the Republic of Moldova, in 2020 and 2021.

173. For some parties, the speed of development of modern technologies and the internet is
a challenge (Croatia, Germany, Portugal, the Slovak Republic and Switzerland): it requires
constant development of IT experts’ knowledge, which can be crucial during the investigation
phase. These identified difficulties underscore the need for ongoing, post-qualification training
of all professionals involved in proceedings concerning ICT-facilitated sexual exploitation and
abuse, which is ideally mandatory.

174. The method of training provided also merits attention. Several countries specified that
training involved not just theoretical but also practical elements (Denmark, France,
Luxembourg, Poland and Turkey), including reviewing video interrogations with children
(Denmark) or by studying a practical case where future prosecutors have to deal with a
situation where an adult sexually solicits a 15-year-old child via ICTs and then meets her
(France). It is also suggested that training be based on simulated cases of ICT-facilitated sexual
offences involving child self-generated sexual images and/or videos.

Promising practice

In Romania, the CYBEREX (Romanian Centre for Excellence in Combating Cybercrime) provides
training courses in the field of cybercrime investigation for legal professionals (judges,
prosecutors and police officers) both in matters of substantive and procedural law and forensic
issues.

Recommendations for steps to be taken to improve the effective implementation of the
Lanzarote Convention

Recommendation I1I-20

The Lanzarote Committee invites parties that are not already doing so to offer joint (or “joined-
up”) training for professionals, and particularly law enforcement, prosecutors and judges,
involved in legal proceedings involving ICT-facilitated child sexual exploitation and sexual
abuse, in order to ensure consistency at all stages.

Recommendation lll-21

The Lanzarote Committee invites parties that are not already doing so to ensure that training
on ICT-facilitated sexual offences against children for law enforcement, prosecutors and judges
contains a practical element, involving simulated or real cases.
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111.3. Effective investigation and prosecution

Interpretative Opinion on the applicability of the Lanzarote Convention to sexual offences against children
facilitated through the use of information and communication technologies (ICTs) (adopted 12 May 2017)

7. Recognising the transnational character often present in sexual offences against children which are facilitated
by ICTs, and the fact that this may complicate the identification of the victims and prosecution of offenders;

[...]

13. In implementing the Lanzarote Convention, parties should ensure appropriate responses to technological
developments and use all relevant tools, measures and strategies to effectively prevent and combat sexual
offences against children which are facilitated through the use of ICTs;

175. The provisions of the Lanzarote Convention relating to proceedings and ensuring the
effectiveness of investigations should be read in line with the interpretative opinion, which
applies them to sexual offences against children facilitated through the use of information and
communication technologies. In addition, specific responses may be necessary to address the
specific challenges raised by ICT-facilitated offences, including its often transnational nature,
and the resulting complication in identifying victims and prosecuting offenders. This also
includes activities relating to international co-operation, which is dealt with in Chapter V below.

11.3.1. Victim identification

Lanzarote Convention, Chapter VII - Investigation, prosecution and procedural law
Article 30 — Principles

5. Each Party shall take the necessary legislative or other measures, in conformity with the fundamental principles
of its internal law:

— to enable units or investigative services to identify the victims of the offences established in accordance with
Article 20, in particular by analysing child pornography material, such as photographs and audiovisual recordings
transmitted or made available through the use of information and communication technologies.

Explanatory report

218. The second indent [of Article 30, Paragraph 5] urges parties to develop techniques for examining material
containing pornographic images in order to make it easier to identify victims. It is essential that every possible
means be used to facilitate their identification, not least in the context of co-operation between States, as provided
for additionally in Article 38 paragraph 1.

176. Article 30(5) of the Lanzarote Convention calls on parties to develop techniques for
examining child sexual abuse material for the purpose of victim identification. Read in
conjunction with Article 20 of the Lanzarote Convention, the term “victim identification” refers
to the analysis of photographs and films depicting the sexual abuse of a child — known as child
sexual abuse material (CSAM) — with the objective of identifying the child and/or abuser
appearing in such material and intervening to safeguard the child. It thus consists in a
combination of image analysis and traditional investigative methods.

177. Image analysis is the examination of the digital and visual content of those photographs

and films for identification purposes. Clues can come from many places and in many forms, and
it is the task of the victim identification specialists to retrieve those clues and piece them
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together using a range of specialised tools. The results of this analysis in the virtual world will
be crucial to the investigation that can then take place in the physical world.

178. After child sexual abuse images or videos are seized or identified by parties’ law-

enforcement agencies, this material shall be analysed for victim identification purpose. In such

cases, the following should be determined:

- whether the child depicted is being sexually abused or exploited currently or in the past;

- whether the child originates from or resides in the country in which the CSAM was
identified, or in another country;

- whether the child sexual abuse or sexual exploitation case is or is not known at the
national or international level;

- whether the child victim is or is not yet identified.

179. Given the transnational character of ICT-facilitated sexual exploitation and sexual abuse,
international co-operation may frequently be necessary in order to identify victims and pursue
investigations and other proceedings. The Lanzarote Committee already held that “parties
shall, in accordance with Article 38 of the convention, co-operate in order to face the
transnational character often present in sexual offences against children facilitated through the
use of ICTs.”*1 In this context, Article 38(1) calls on parties to co-operate with one another, in
particular to reduce obstacles to rapid sharing of information and evidence.>?

180. Most parties (32 out of 43'>3 have victim identification units within law enforcement for
cases of ICT-facilitated sexual offences against children. A number of parties have victim
identification functions located within units dedicated specifically to child abuse material or
cyber-related sexual offences (Denmark, Finland, France, Hungary, Italy and the Republic of
Moldova). Others locate these functions within cybercrime or high-tech crime departments
(Bulgaria, Croatia, Liechtenstein, Portugal, the Slovak Republic, Switzerland and Turkey),
police and investigation services (the Czech Republic, Germany, Romania and Spain),
departments for combating illegal content, telecommunications or human trafficking (Ukraine)
or serious and organised crime (Belgium).

181. Thereis no victim identification function in Montenegro and San Marino.

182. The assessment of the victim’s age is necessary in order to determine whether sexual
material involves children, and therefore whether it is child sexual abuse material. Many parties
stated that the assessment of (potential) victims’ ages was a challenging and time-consuming
task (Hungary, Liechtenstein, Portugal, Spain, Germany and Slovenia). For Hungary, if it is
guestionable whether the perpetrator has actually misidentified the child’s age, assessing the
age of the child will take place by involving a forensic doctor or expert anthropologist. It should
be noted, of course, that carrying out age assessment should only be necessary for a “new”
image and/or video that is not already within an accessible database of known images of child
sexual abuse.

151. Interpretative opinion, paragraph 19.

152. International co-operation is covered in Chapter V below.

153. Albania, Austria, Belgium, Bulgaria, Croatia, Cyprus, the Czech Republic, Denmark, Estonia, Finland, France,
Germany, Greece, Hungary, Italy, Latvia, Liechtenstein, Lithuania, Malta, the Republic of Moldova, the
Netherlands, Poland, Portugal, Romania, the Russian Federation, Spain, Slovenia, Sweden, Switzerland, Turkey
and Ukraine.
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Promising practices

In @ number of parties, victim identification functions are located within units dedicated
specifically to child sexual abuse material, namely: Finland’s Child Abuse Material Group,
France’s Centre for the analysis of images of child pornography (CNAIP), Italy’s National Centre
for the Fight against Child Pornography on the Internet (CNCPO) and the Republic of Moldova’s
Child Protection Section of the Centre for Combating Cybercrime.

In 2017 Europol launched an initiative, TRACE an OBJECT, in order to strengthen the global
victim identification efforts.'>* Citizens can help by clicking on an object, selected from the
genuine CSAM, they recognise and providing Europol with the information they have on the
object. This can be done anonymously. Once the origin of an object is identified, Europol will
inform the competent law-enforcement authority of the involved country to further investigate
this lead and potentially speed up the identification of both the offender and the victim. A good
practice, which is advisable in this regard includes spreading information on this initiative by
including a link to the objects selected by Europol on the website of CSEA-dedicated law-
enforcement units.

Recommendations for steps to be taken to improve the effective implementation of the
Lanzarote Convention

Recommendation 111-22

The Lanzarote Committee requires Montenegro and San Marino to take measures to enable
units or investigative services to identify the victims of the offences established in accordance
with Article 20 of the Lanzarote Convention, in particular by analysing child sexual abuse
material.

Recommendation 111-23

The Lanzarote Committee requires Bosnia and Herzegovina, Georgia, Luxembourg, North
Macedonia and Serbia to set up a victim identification function within law enforcement in
charge of combating ICT-facilitated sexual offences against children.

183. In the Czech Republic, France and the Republic of Moldova, there are national databases
for identification of victims in child sexual abuse material, while the national police of
Liechtenstein can access the National Image Hash Value Database (NDHS) of the Swiss
Cybercrime Coordination Unit. Georgia, Lithuania, Portugal and the Republic of Moldova have
access to the NCMEC database.>®

184. Such databases are designed to assist investigators in the automated categorisation of
media-evidence files (images and videos) and within the victim identification process. This can
significantly reduce the amount of time required by an investigator to analyse seized media
files found on computer hard drives and in other digital storage sources. The number of case
media-evidence files that require examination can be counted in millions, which can take an

154. www.europol.europa.eu/newsroom/news/europol-launches-public-appeal-to-help-identify-victims-of-
child-sexual-exploitation.
155. National Center for Missing & Exploited Children. See further www.missingkids.org/home.
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investigator months to analyse. With the implementation of such databases, this process can
be reduced to days.

185. Beyond national databases, INTERPOL hosts the International Child Sexual Exploitation
(ICSE) image and video database. The database is a powerful intelligence and investigative tool
which allows specialised investigators to share data with others across the world. It uses
sophisticated image and video comparison software to make connections between victims,
abusers and places of abuse.’®® As of October 2020, the database had helped identify
23 564 victims worldwide.

186. 31 (out of 43)'>7 parties make an active contribution to the INTERPOL’s ICSE database.
Many parties do so through units specialised in cybercrime or high-tech crimes (Andorra,
Bulgaria, Croatia, the Czech Republic, Portugal, Switzerland and Turkey). Several do so
through units dedicated to cybercrime involving children, sexual offences, or child abuse
material (Denmark, France, Hungary, Italy, the Republic of Moldova and Romania), through
serious crime units (Belgium), or investigative and police offices (the Czech Republic, Germany
and Spain). Germany also has ICSE users within its National Central Bureaus for the
International Criminal Police Organisation. Several countries have active users in more than one
department or unit.

187. Poland has been carrying out an analysis of the possibility of organising training with
INTERPOL trainers on the use of the ICSE database.

188. In addition, seven other parties are connected to the ICSE database, but do not actively
contribute to it (Bosnia and Herzegovina, Greece, Latvia, Liechtenstein, Montenegro, San
Marino and the Slovak Republic). A number of obstacles were cited concerning active
contribution to the database, including a lack of national experts specialising in the
identification of victims of online child abuse material (Liechtenstein) and national legal
challenges relating to when photographs can be contributed to the database (Bosnia and
Herzegovina). Other parties expressed some scepticism about the utility of the database in
their national context (Latvia) or indicated that national systems already integrate data from
the ICSE database (Montenegro). It should be noted, however, that active contribution to the
ICSE database can assist other countries in their investigations. As such, it can be seen as part
of efforts to co-operate internationally on combating child sexual exploitation and abuse, in
line with Article 38(1), rather than a tool that serves only domestic purposes.

189. Albania and North Macedonia currently have no connection to the ICSE database.

Promising practices

In 2014, experts from Denmark, France, Germany, the Netherlands, Spain, Sweden and the
United Kingdom (as well as Australia, the USA, Europol and INTERPOL) engaged in a Victim

156. See:
www.interpol.int/en/Crimes/Crimes-against-children/International-Child-Sexual-Exploitation-database.

157. Andorra, Austria, Belgium, Bulgaria, Croatia, Cyprus, the Czech Republic, Denmark, Estonia, Finland, France,
Germany, Hungary, Iceland, Italy, Lithuania, Luxembourg, Malta, the Republic of Moldova, the Netherlands,
Poland, Portugal, Romania, the Russian Federation, the Slovak Republic, Slovenia, Spain, Switzerland, Turkey
and Ukraine.
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Identification Taskforce (VIDTF) to harness international co-operation in victim
identification.'®® This initiative continued, including its 10th edition in October and November
2021.1°

In Finland, a policeman from the National Bureau of Investigation was sent by the National
Police Board in 2016 and 2017 to INTERPOL'’s Crimes Against Children Office for six months to
familiarise himself with the work of the unit specialising in victim identification and will also
participate in a victim identification course arranged by INTERPOL and Europol.

Recommendations for steps to be taken to improve the effective implementation of the
Lanzarote Convention

Recommendation lli-24

The Lanzarote Committee invites all parties to ensure that measures, services and technology
available to those in charge of identifying child victims of ICT-facilitated sexual offences are up
to date, reflecting current practices across parties, to include the establishment and use of
national child abuse material databases and to ensure that resources are sufficiently allocated.

Recommendation IlI-25

The Lanzarote Committee invites all parties to engage in and strengthen interparty co-
operation for the purpose of identifying child victims of ICT-facilitated sexual offences,
including, where appropriate, by providing access to each other’s databases or shared
databases.

Recommendation I1I-26
The Lanzarote Committee invites Albania and North Macedonia to establish a connection with
the INTERPOL’s ICSE database.

Recommendation 11I-27

The Lanzarote Committee invites Bosnia and Herzegovina, Greece, Latvia, Liechtenstein,
Montenegro and San Marino to ensure that any obstacles to active contribution to INTERPOL’s
ICSE database are removed and that national contributions are implemented in practice,
regardless of the nationality of the victims.

111.3.2. Challenges in the prosecution of perpetrators

Lanzarote Convention, Chapter VII - Investigation, prosecution and procedural law
Article 30 — Principles

3. Each Party shall ensure that the investigations and criminal proceedings are treated as priority and carried out
without any unjustified delay.

4. Each party shall ensure that the measures applicable under the current chapter are not prejudicial to the rights
of the defence and the requirements of a fair and impartial trial, in conformity with Article 6 of the Convention for

158. See:
www.europol.europa.eu/activities-services/europol-in-action/operations/victim-identification-taskforce.

159. www.europol.europa.eu/newsroom/news/global-europol-taskforce-identifies-18-child-victims-of-sexual-
abuse
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the Protection of Human Rights and Fundamental Freedoms.

5. Each Party shall take the necessary legislative or other measures, in conformity with the fundamental principles

of its internal law:

— toensure an effective investigation and prosecution of offences established in accordance with this Convention,
allowing, where appropriate, for the possibility of covert operations;

Explanatory report
Article 30 — Principles

216. Paragraph 3 recognises the principle according to which investigations and proceedings should be treated as
priority and without unjustified delays, as the excessive length of proceedings may be understood by the child
victim as a denial of his testimony or a refusal to be heard and could exacerbate the trauma which he or she has
already suffered. The negotiators wished to emphasise that this provision reflects the principle established in
Article 6 ECHR, which states that “everyone is entitled to a ... hearing within a reasonable time” and that in
proceedings involving children, this principle should be applied with particular care ...

217. Paragraph 5, first indent, states that the Parties must take the necessary legislative or other measures to
ensure an effective investigation and prosecution of the offences established in the Convention. This is a general
obligation which applies to all the offences established in the Convention. It is for the Parties to decide on the
methods of investigation to be used. However, States should allow, where appropriate and in conformity with the
fundamental principles of their internal law, the use of covert operations. It is left to the Parties to decide on when
and under which circumstances such investigative methods should be allowed, taking into account, inter alia, the
principle of proportionality in relation to the rules of evidence and regarding the nature and seriousness of the
offences under investigation.

190. Article 30(3) of the Lanzarote Convention determines the principles of priority and
efficiency, meaning that prosecutions and criminal proceedings must be carried out without
unjustified delay. This is for the dual purpose of avoiding aggravating the child’s trauma and
ensuring that the suspected perpetrator’s right to a fair trial under Article 6 of the European
Convention of Human Rights is upheld.

191. Article 30(5) (first indent) further states that parties must take the necessary legislative
measures to ensure effective investigation and prosecution of offences defined by the
Lanzarote Convention. Where appropriate and in conformity with the fundamental principles
of their internal law, parties should allow for the use of covert operations. Parties should take
into account, inter alia, the principle of proportionality in relation to the rules on evidence and
regarding the nature and seriousness of the offences under investigation.

192. Astheinterpretative opinion makes clear, the character of ICT-facilitated sexual offences
complicates the prosecution of perpetrators (paragraph 7). In particular, parties identified
three main challenges in the prosecution of perpetrators who commit these kinds of offences
involving child self-generated sexual images and/or videos: perpetrator identification, data
retention and the closely related issue of obtaining and handling evidence. Paragraphs 13 and
14 of the interpretative opinion should also be recalled in responding to these challenges.

Interpretative Opinion on the applicability of the Lanzarote Convention to sexual offences against children
facilitated through the use of information and communication technologies (ICTs) (adopted on 12 May 2017)

7. Recognising the transnational character often present in sexual offences against children which are facilitated

by ICTs, and the fact that this may complicate the identification of the victims and prosecution of offenders;

[...]
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13. In implementing the Lanzarote Convention, parties should ensure appropriate responses to technological
developments and use all relevant tools, measures and strategies to effectively prevent and combat sexual
offences against children which are facilitated through the use of ICTs;

14. In order to ensure effective investigation and prosecution of sexual offences against children facilitated
through the use of ICTs, resources should be allocated and training should be provided to authorities responsible
for investigation and prosecution;

Perpetrator identification

193. The Lanzarote Committee acknowledges the difficulties experienced by parties to the
convention in identifying perpetrators who use ICTs for the purpose of committing sexual
offences against children.

194. For example, Austria, Germany and Hungary specify that perpetrators who have sexually
abused children, produced or disseminated child sexual abuse material are often difficult to
trace and identify, when child abuse material has been shared multiple times. Similarly,
Luxembourg states that, where the electronic device used to commit an offence is shared by
several persons (for example, a computer in a company, to which many persons have access),
it can be difficult to identify the perpetrator. In addition, Bulgaria reports that the tracking of
internet connections, especially when connections have been made through servers from
different countries including through hidden IP addresses, as well as the use of encrypted
messages, may be a challenge for the identification of perpetrators.

195. France, Germany and Hungary recall that perpetrators also often seek to hide their
identity online, for example through the use of fake names, open servers or softwires which
hide their identity. Germany points out that anonymisation services can make it impossible to
locate the IP address of a sender or user. Specifically, Estonia, Hungary, Germany,
Liechtenstein and Switzerland refer to the use of the darknet and virtual private networks
which make it more difficult to detect offences and their perpetrators.

196. In addition, France notes that access providers or GAFAM (Google, Apple, Facebook,
Amazon and Microsoft) respond with difficulty to requisitions in the absence of partnership
agreement protocols.

It is important to mention the production order prescribed in Article 18 of the Convention on Cybercrime
(Budapest Convention) as an effective legal tool to be used to reveal the perpetrator’s identity. This legal
instrument enables the parties’ competent authorities to compel a person on its territory to provide specific stored
computer data or a service provider offering its services on the territory of a party to submit subscriber
information. Subscriber information is required in order to identify which services and related technical measures
have been used or are being used by a subscriber, such as the type of telephone service used (a mobile, for
example), the type of other associated services used (such as call forwarding or voicemail), the telephone number
or another technical address (like an e-mail address), and once the technical address is known, subscriber
information is required in order to assist in establishing the identity of the perpetrator of the criminal offence.

197. While acknowledging the above-mentioned difficulties, the Lanzarote Committee recalls
Article 30(5), first indent, of the Lanzarote Convention which requires parties to the convention
to “take the necessary legislative or other measures, in conformity with the fundamental
principles of its internal law to ensure an effective investigation and prosecution of offences
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established in accordance with this Convention, allowing, where appropriate, for the possibility
of covert operations”.

In Bulgaria, undercover operations can be permitted by a court, and special intelligence
means can be used when necessary for the investigation of the crime whereby a child under
the age of 18, or a person who looks like they are under 18 years old, are used for the
purpose of the creation of pornographic material.

In Poland, Article 19 of the Law on Police permits the use of special investigative techniques
(covert operations) in case of any sexual offences against children, including offences
related to CSAM.

In Portugal, covert operations may be carried out in cases of prevention and repression of
offences, including offences against freedom and sexual self-determination. These must be
punishable by more than five years’ imprisonment, provided that the identity of the
offender is unknown or that children under the age of 16 or other persons without legal
capacity are expressly referred to as the victims of the offences.

In the Republic of Moldova, covert operations can be carried out if there is a suspicion of a
serious, especially serious or exceptionally serious crime, which includes ICT-facilitated
sexual offences against children, such as grooming and trafficking in children for sexual
exploitation. In the case of crimes related to child sexual abuse material, covert operations
can only be conducted if another serious cumulative crime is suspected, such as child
trafficking. However, other investigative measures are permitted, such as wiretapping.

In the Russian Federation, investigations into sexual offences against children through the
use of ICTs are carried out, including undercover operations, based on Federal Law N 144-
FZ of 12 August 1995 (as amended on 30 December 2020), “On Operational Investigative
Activities”. This law defines the rules for the observance of human and civil rights and
freedoms in the implementation of operational search activities, on the one hand, and
provides for the receipt of computer information, among other sources of information and
measures for its receipt, control of messages sent through various communication
channels, access to information from technical communication channels and undercover
operative activities.

In Slovenia the Criminal Procedure Act allows for all covert operations related to sexual
offences against children facilitated by ICTs (covert surveillance, undercover operations,
obtaining subscriber and content data from service providers, wiretapping, mail
monitoring, etc).

It is possible to use secret coercive measures in Sweden during the preliminary investigation
regarding sexual crimes. One example is secret surveillance of electronic communications,
which can be used in the preliminary investigation of offences in respect of which a less
severe penalty than imprisonment for six months is not prescribed for the offence and for
child pornography offences that are not to be regarded as minor offences. Another example
is secret room surveillance which may be used in the preliminary investigations for an
offence if it can be assumed taking account the circumstances that the offence will carry a
penalty of more than four years’ imprisonment and it concerns human trafficking, rape,
rape of a child or gross child pornography offences.
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Recommendations for steps to be taken to improve the effective implementation of the
Lanzarote Convention

Recommendation I1I-28

The Lanzarote Committee requests parties that are not already doing so'®® to take the
necessary legislative or other measures, in conformity with the fundamental principles of their
internal law, to ensure effective investigation into and prosecution of ICT-facilitated sexual
offences against children, allowing, where appropriate, for the possibility of covert operations.

Recommendation I1I-29

The Lanzarote Committee invites all parties to engage in and strengthen interparty co-
operation for the purpose of identifying perpetrators of ICT-facilitated sexual offences against
children, including, where appropriate, by providing access to each other’s databases or shared
databases containing information on such perpetrators.

Data retention

198. In Bulgaria and the Slovak Republic, the legal framework on telecommunication data
storage is a problem in the prosecution phase, particularly insofar as providing a unified and
reasonable time up until which data are stored by telecommunications service providers. In this
regard, the Slovak Republic explained that, after the Court of Justice of the European Union
(CJEU) annulled Directive 2006/24/EC on the retention of data generated or processed in
connection with the provision of publicly available electronic communications services or of
public communications networks,'! at the European Union level, provision of information on
user IP addresses remains dependent on the decision of the telecommunication services
provider.

199. Other parties also noted the limited duration of electronic data retention as a challenge
in the national context (it is limited to six months in Luxembourg, for example) compared to
the investigation needs (France and Luxembourg). As a result, if a complaint is filed late, the
prosecution authorities may no longer be able to obtain the identity of the IP number of the
holder who has downloaded or coerced a child to obtain self-generated sexual images and/or
videos (Luxembourg).

200. On the other hand, the CJEU’s concerns about interferences with the right to respect for
private life and the protection of personal data demonstrates the difficult balance that must be
struck between effectively investigating and prosecuting child sexual exploitation and abuse,
while upholding the rights of the suspected perpetrator (as required by Article 30(4) of the
Lanzarote Convention).

201. Theissue of time-limited data retention also highlights the need for timely investigations,
as required by Article 30(3) of the convention, as well as the importance of having effective
reporting mechanisms in place (Article 12 of the convention).

160. Albania, Andorra, Belgium, Bosnia and Herzegovina, Denmark, Estonia, Georgia, Germany, Greece, Italy,
Latvia, Liechtenstein, Lithuania, Luxembourg, Malta, Monaco, Montenegro, the Netherlands, North Macedonia,
Norway, San Marino, Serbia, the Slovak Republic, Spain, Turkey and Ukraine.

161. Joined cases C-293/12 and C-594/12 (judgment of 8 April 2014).
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202. The Lanzarote Committee, while acknowledging the above-mentioned difficulties,
nevertheless recalls that Article 30(3) of the Lanzarote Convention requires parties to the
convention to “ensure that the investigations and criminal proceedings are treated as priority
and carried out without any unjustified delay”.

Recommendation for steps to be taken to improve the effective implementation of the
Lanzarote Convention

Recommendation 111-30

The Lanzarote Committee requires all parties to ensure that investigations and criminal
proceedings in ICT-facilitated sexual offences against children are treated as priority and carried
out without any unjustified delay.

Obtaining and handling evidence (further issues)

203. Austria, Denmark, Germany, Hungary, Latvia, Liechtenstein, Lithuania, Poland,
Portugal, Romania, San Marino, the Slovak Republic, Slovenia, Sweden and Turkey indicate
that a key challenge for a successful prosecution phase is to obtain electronic evidence that can
be validly used before courts.

204. As for the challenge with electronic evidence, there is a high risk that evidence is erased
(Austria, Germany and Hungary), either by the perpetrator of the criminal offence, or the
victim himself/herself, out of shame or fear (Germany). Further, computer data can be altered
or moved, rendering it impossible to trace a crime to its perpetrator.

205. The Lanzarote Committee therefore considers that it is important for the parties to be
able to order preservation of specified stored computer data in connection with a specific
criminal investigation or proceedings so that the data are kept safe from modification,
deterioration or deletion. This can be done by means of search and seizure of stored computer
data. On the other hand, this must be done while respecting a suspected perpetrator’s rights
to a fair trial and to privacy, including in relation to their data.

In Trabajo Rueda v. Spain,*®* the European Court of Human Rights found a violation of Article 8 of the European
Convention on Human Rights (right to respect for private life) after the applicant’s computer was seized and files
inspected on the grounds that he possessed child sexual abuse material. While emphasising that child sexual
abuse is a grave human rights interference, the action, which had been carried out without the usual requirement
of prior judicial authorisation, had been disproportionate. In this situation, the computer was already in the hands
of the police and prior authorisation could have been obtained fairly quickly, without impeding police enquiries.

206. Luxembourg recalls that some communication services do not even retain data. This is
the case of the Snapchat network/application where images can be sent but are not retained
and therefore cannot be retrieved. Sweden stresses that a key challenge is to obtain electronic
evidence stored in the cloud since this requires mutual legal assistance, most of the time with
countries which are not parties to the Lanzarote Convention, and that such legal assistance can
take more than a year to be provided.

162. Application No. 32600/12 (judgment of 30 May 2017).
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207. Cyprus, Germany, Finland, Latvia and Switzerland note that where evidence is obtained,
searching the data of devices in order to isolate and analyse the data requires a considerable
amount of time, resources and work. In Germany, where there are complex proceedings,
analysis may take between 18 months and two years, or even longer; this may also lead to
reduced sentences for the perpetrator due to excessively long duration of proceedings. In
Luxembourg, computers or devices seized by the police are first analysed from a technical point
of view by the Judicial Police Service. Extracting all computer data from a computer takes from
between four and six months. The time invested in such work varies according to the volume
of data found on the devices and the number of investigators in charge of these procedures. As
it is becoming more and more common to use the internet on a daily basis, it is clear that
investigators are increasingly confronted with a very large volume of data to exploit. This leads
to longer processing and investigation time frames.

208. Authorities are increasingly faced with encrypted data. This is the case, for example, with
the WhatsApp messaging service, which has end-to-end encryption. The exploitation of
encrypted information can be particularly time-consuming. Germany, Luxembourg and
Switzerland recall that it may even happen that the encryption is so effective that law-
enforcement specialists cannot decode all of the data entered. As a consequence, prosecution
authorities face challenges in their work (Bulgaria), and offences in relation to encrypted data
can remain unpunished.

209. The Lanzarote Committee acknowledges that the heavy task, both in terms of time and
resources, of analysing data generated through ICTs during investigations is a major challenge
to ensuring timely investigations (as required by Article 30(3) of the Lanzarote Convention),
which requires significant investments in human, financial and physical resources. In particular,
national and international co-operation through databases and other information-sharing tools
can provide valuable assistance, as can investment in specific technologies, including artificial
intelligence technologies.

Interpretative Opinion on the applicability of the Lanzarote Convention to sexual offences against children
facilitated through the use of information and communication technologies (ICTs) (adopted 12 May 2017)

13. In implementing the Lanzarote Convention, parties should ensure appropriate responses to technological
developments and use all relevant tools, measures and strategies to effectively prevent and combat sexual
offences against children which are facilitated through the use of ICTs;

210. Similarly, engaging and co-operating with the private sector, from internet service
providers to developers of technologies which can be used by law-enforcement authorities,
plays a pivotal role in investigating and prosecuting ICT-facilitated sexual offences against
children. This may require increased self-regulation or new regulatory schemes — both at the
national and European level — to ensure that private companies are fulfilling their
responsibilities in upholding human rights.16® The Lanzarote Committee notes that responding
to these challenges is the subject of current work by other bodies of the Council of Europe and
beyond.

163. See Recommendation CM/Rec(2016)3 on human rights and business; United Nations (2011) Guiding
principles on businesses and human rights.
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At the Council of Europe, the Second Additional Protocol to the Convention on Cybercrime on enhanced co-
operation and disclosure of electronic evidence (ETS No. 185) was adopted by the Cybercrime Convention
Committee (T-CY) on 28 May 2021 during its 24th plenary session and by the Committee of Ministers of the Council
of Europe on 17 November 2021. It focuses on international co-operation and electronic evidence. The process
was driven by a recognition of the difficulties resulting from cybercrime evidence being increasingly stored on
servers in foreign, multiple, shifting or unknown jurisdictions (within the cloud), and of the need to ensure rule of
law and data-protection safeguards.

On measures regarding child sexual abuse material, the Council of Europe Guidelines to respect, protect and fulfil

the rights of the child in the digital environment (CM/Rec(2018)7) provide that:
“States should engage with business enterprises to provide assistance, including as appropriate technical
support and equipment, to law-enforcement authorities to support the identification of perpetrators of
crimes against children and collect evidence required for criminal proceedings” (paragraph 63).

—  “States should require that business enterprises and other relevant stakeholders take all necessary steps
promptly to secure the availability of metadata concerning any child sexual exploitation and abuse material
found on local servers and make them available to law-enforcement authorities” (paragraph 66).

On 10 December 2020, the Council of Europe launched the Handbook for policy makers on the rights of the child
in the digital environment, which “aims to support Council of Europe member States, and especially legislators
and other ‘policy makers’ (including governments and parliaments at central, regional and local levels) as well as
academia, human rights agencies and relevant civil society organisations in implementing Recommendation
CM/Rec(2018)7 and the Guidelines to respect, protect and fulfil the rights of the child in the digital environment.
It is recognised that State authorities at different levels work with many other actors, including businesses and
relevant international bodies, in developing policy and practice regarding children’s rights in relation to the digital
environment. Hence the handbook identifies other stakeholders that member States could or should engage with
to implement the guidelines and it provides concrete action points for States to engage with stakeholders and
help them meet their responsibilities” (page 11).

On 28 June 2021, the Council of Europe organised a public online event to present the independent experts’ report
“Respecting human rights and the rule of law when using automated technology to detect online child sexual
exploitation and abuse”. The report represents the first step in response to the request of the Lanzarote
Committee to support Council of Europe member states in light of a debate triggered in the context of the EU to
allow the processing of personal and other data for the purpose of combating online child sexual exploitation and
abuse. It puts forward recommendations from Council of Europe expertise in the fields of human rights, child
protection, data protection and the fight against cybercrime. These are aimed at reconciling the various human
rights at stake while ensuring necessary safeguards for actions carried out in the public interest.

Recommendations for steps to be taken to improve the effective implementation of the
Lanzarote Convention

Recommendation llI-31

The Lanzarote Committee invites all parties to take the necessary legislative or other measures
to ensure that preservation of specified stored computer data in connection with a specific
criminal investigation or proceedings is made possible, fully upholding the rights of the parties
involved.

Recommendation 111-32

The Lanzarote Committee invites all parties to take the necessary legislative or other measures
to ensure that the investment in human, financial and physical resources is sufficient to have
data generated by ICTs analysed in a timely manner so that investigations are carried out
without any unjustified delay.
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IV. Jurisdiction rules

211. Sexual exploitation and sexual abuse facilitated by ICTs are likely to be linked to more
than one jurisdiction because of their online component. Just to list a couple of examples, a
perpetrator could be located in a different party to where the victim is, or one aspect of the
offence can occur in a party different to where the perpetrator and victim are present. The
prosecution of offences related to child self-generated sexual images and/or videos may thus
involve more than one jurisdiction. The application of rules governing the exercise of
jurisdiction will be necessary to determine which party can prosecute a particular case and
under which requirements.

212. The aim of this chapter is therefore to provide an overview of jurisdictional rules
applicable to offences related to child self-generated sexual images and/or videos. To that end,
this chapter will recall, in light of the Lanzarote Convention, in what circumstances a party has
jurisdiction over an offence committed on its territory, by one of its nationals or habitual
residents, by a person present on its territory who committed an offence abroad and against
one of its nationals or habitual residents.164

Article 25 of the Lanzarote Convention — Jurisdiction

1. Each Party shall take the necessary legislative or other measures to establish jurisdiction over any offence
established in accordance with this Convention, when the offence is committed:

a) in its territory; or

b) on board a ship flying the flag of that Party; or

c) on board an aircraft registered under the laws of that Party; or

d) by one of its nationals; or

e) by a person who has his or her habitual residence in its territory.

2. Each Party shall endeavour to take the necessary legislative or other measures to establish jurisdiction over
any offence established in accordance with this Convention where the offence is committed against one of its
nationals or a person who has his or her habitual residence in its territory.

3. Each Party may, at the time of signature or when depositing its instrument of ratification, acceptance,
approval or accession, by a declaration addressed to the Secretary General of the Council of Europe, declare
that it reserves the right not to apply or to apply only in specific cases or conditions the jurisdiction rules laid
down in paragraph 1.e of this article.

4. For the prosecution of the offences established in accordance with Articles 18, 19, 20, paragraph 1.a, and 21,
paragraph 1.a and b, of this Convention, each Party shall take the necessary legislative or other measures to
ensure that its jurisdiction as regards paragraph 1.d is not subordinated to the condition that the acts are
criminalised at the place where they were performed.

5. Each Party may, at the time of signature or when depositing its instrument of ratification, acceptance,
approval or accession, by a declaration addressed to the Secretary General of the Council of Europe, declare
that it reserves the right to limit the application of paragraph 4 of this article, with regard to offences established
in accordance with Article 18, paragraph 1.b, second and third indents, to cases where its national has his or
her habitual residence in its territory.

6. For the prosecution of the offences established in accordance with Articles 18, 19, 20, paragraph 1.a, and 21
of this Convention, each Party shall take the necessary legislative or other measures to ensure that its
jurisdiction as regards paragraphs 1.d and e is not subordinated to the condition that the prosecution can only

164. The jurisdictional rules applicable in each party in respect of the offences referred to in this chapter are
summarised in Appendix 2 to this report.
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be initiated following a report from the victim or a denunciation from the State of the place where the offence
was committed.

7. Each Party shall take the necessary legislative or other measures to establish jurisdiction over the offences
established in accordance with this Convention, in cases where an alleged offender is present on its territory
and it does not extradite him or her to another Party, solely on the basis of his or her nationality.

8. When more than one Party claims jurisdiction over an alleged offence established in accordance with this
Convention, the Parties involved shall, where appropriate, consult with a view to determining the most
appropriate jurisdiction for prosecution.

9. Without prejudice to the general rules of international law, this Convention does not exclude any criminal
jurisdiction exercised by a Party in accordance with its internal law.

Explanatory report

165. This article lays down various requirements whereby Parties must establish jurisdiction over the offences
with which the Convention is concerned.

166. Paragraph 1 a is based on the territoriality principle. Each Party is required to punish the offences
established under the Convention when they are committed on its territory.

167. Paragraph 1 b and c is based on a variant of the territoriality principle. These subparagraphs require each
Party to establish jurisdiction over offences committed on ships flying its flag or aircraft registered under its
laws. This obligation is already in force in the law of many countries, ships and aircraft being frequently under
the jurisdiction of the State in which they are registered. This type of jurisdiction is extremely useful when the
ship or aircraft is not located in the country’s territory at the time of commission of the crime, as a result of
which paragraph 1 a would not be available as a basis for asserting jurisdiction. In the case of a crime committed
on a ship or aircraft outside the territory of the flag or registry Party, it might be that without this rule there
would not be any country able to exercise jurisdiction. In addition, if a crime is committed on board a ship or
aircraft which is merely passing through the waters or airspace of another State, there may be significant
practical impediments to the latter State’s exercising its jurisdiction and it is therefore useful for the registry
State to also have jurisdiction.

168. Paragraph 1 d is based on the nationality principle. The nationality theory is most frequently applied by
countries with a civil -law tradition. Under it, nationals of a country are obliged to comply with its law even
when they are outside its territory. Under sub-paragraph d, if one of its nationals commits an offence abroad,
a Party is obliged to be able to prosecute him/her. The negotiators considered that this was a particularly
important provision in the context of the fight against sex tourism. Indeed, certain States in which children are
abused or exploited either do not have the will or the necessary resources to successfully carry out
investigations or lack the appropriate legal framework. Paragraph 4 enables these cases to be tried even where
they are not criminalised in the State in which the offence was committed.

169. Paragraph 1 e applies to persons having their habitual residence in the territory of the Party. It provides
that Parties shall establish jurisdiction to investigate acts committed abroad by persons having their habitual
residence in their territory, and thus contribute to the punishment of sex tourism. However, the criteria of
attachment to the State of the person concerned being less strong than the criteria of nationality, paragraph 3
allows Parties not to implement this jurisdiction or only to do it in specific cases or conditions.

170. Paragraph 2 is linked to the nationality of the victim and identifies particular interests of national victims
to the general interests of the State. Hence, according to paragraph 2, if a national or a person having habitual
residence is a victim of an offence abroad, the Party shall endeavour to establish jurisdiction in order to start
proceedings. However, there is no obligation imposed on Parties, as demonstrated by the use of the expression
“endeavour”.

171. Paragraph 4 represents an important element of added value in this Convention, and a major step forward
in the protection of children from certain