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INTRODUCTION

In 2020, the Ad hoc Committee on Artificial Intelligence (CAHAI) carried out a feasibility study which carefully examined the reasons why today it is necessary to have an adequate legal framework to protect human rights, democracy and the rule of law in light of the new challenges posed by artificial intelligence (AI) systems, which are being increasingly used in our daily lives and societies. In 2021, the CAHAI began a reflection on the main elements of such a framework, which will be based on the Council of Europe's standards on human rights, democracy and the rule of law.

The CAHAI decided that a multi-stakeholder consultation would take place in 2021, to gather the views of representative institutional actors (not individuals) on certain key issues arising in the development of the above-mentioned elements.

The consultation should help the CAHAI Legal Frameworks Group, which is in charge of preparing the main elements of this future legal framework, to inform its choices based on the feedback that has been collected during the consultation. In effect, the elements are expected to address key issues such as the values and principles on which the design, development and application of AI should be based, the areas where more safeguards are needed, and the kind of policies and solutions that need to be adopted for AI systems to respect the Council of Europe’s values. On these and other issues, it was considered important that the debate would be as broad as possible and would encompass the points of view of different actors: government representatives and public administrations, international organisations, business, civil society, academia and the technical community.

The consultation was open from 30 March 2021 to 9 May 2021 and was based on a questionnaire approved at the 4th CAHAI plenary meeting. The questionnaire appears as Appendix I to this document. It includes, apart from the pre-screening questions, 8 closed questions, 8 multiple choice questions, 22 Likert scale questions, 11 open questions and 8 sub open questions mostly representing the option “other”. In this timeframe, the CAHAI received 260 responses to the multi-stakeholder consultation and 1 written contribution.

The CAHAI had previously decided that transparency would be an essential principle of the consultation. It had also agreed that the various responses received during the consultation would be included in a compilation of responses and would provide the basis for the development of this specific report, which would be discussed first by the CAHAI Consultations and Outreach Group (CAHAI-COG) and then by CAHAI itself.
Both documents should be published on the CAHAI’s website. The present analytical report, once reviewed by the CAHAI at its 6th plenary meeting on 5-7 July, would then be presented to the CAHAI Legal Frameworks Group as a non-binding support tool, to be used in its work of preparation of the elements of the legal framework.

The analysis presents, in the form of graphs and response percentages, the different positions expressed by the contributors on each question of the questionnaire. This quantitative analysis is supplemented by a qualitative analysis of the answers given to open questions. Also, for this type of analysis, the approach taken has been to present as neutrally and comprehensively as possible the diversity and numerical consistency of the various positions expressed.

The analysis was prepared by the secretariat of the CAHAI with the support of Professor Marc-Antoine Dihac, scientific expert (France) and reviewed by the CAHAI-COG at its 3rd meeting on 22-23 June 2021.
Preliminary section: Pre-screening questions result

1. Pre-screening questions

Geographic representation (state-based institution/organisation)

As mentioned earlier, the total number of responses received in the framework of the consultation is 260. 49 state-based respondents (in Europe and elsewhere) have contributed to the consultation. The European Commission addressed to the secretariat a letter describing its regulatory proposal on AI.

234 respondents are representing institutions or organisations based in Europe, in particular from the countries listed below.
The consultation received submissions from respondents representing institutions or organisations from several non-European states such as Kenya, Mexico, Chile, Canada, United States of America, Guatemala, Israel, Jordan, Nicaragua and Hong Kong.
It should be specified that international inter-governmental organisations represent a wide number of states beyond European borders which are not represented in the above graph, as only state-based affiliation has been taken into consideration.

**Socio-professional category representation**

![Socio-professional category representation diagram]

Respondents mostly hold a high occupation (73%) and, to a lesser extent, an intermediate occupation (24%).

3% of respondents hold a lower occupation.

**Stakeholder groups representation**

![Stakeholder groups representation diagram]

Respondents are representing rather evenly government & public administration (28%), private business sector (19%), civil society (31%), academic and scientific community (20%).
A clarification must be made regarding the representatives of the internet technical community who are apparently less represented (1.5%). However, it should be noted that the number of the most significant players in this community is quite restricted\(^1\) and that the number of responses received for this consultation is therefore sufficiently representative of this community for the purpose of the present consultation.

**Section 1: Definition of AI Systems**

2. In view of the elaboration of a legal framework on the design, development and application of AI, based on the standards of the Council of Europe on human rights, democracy and the rule of law, what kind of definition of artificial intelligence (AI) should be considered by the CAHAI

![Bar Chart]

This question is a closed question and one answer among the 5 proposals was expected.

The question was about the types of definitions of AI, not about the content of the definitions themselves. Three options were available:

• A technologically neutral and simplified definition, such as “a set of sciences, theories and techniques whose purpose is to reproduce by a machine the cognitive abilities of a human being”.
• A definition focusing on machine learning systems.
• A definition focusing on automated decision-making.

Respondents also had the option to add an option (“Other”) or to recommend not using a definition of AI at all (“No definition”).

While a sizable number of respondents preferred that AI not be defined, the vast majority of respondents opted for a technologically neutral and simplified definition of AI. Many respondents commented on the definition presented as an example of a neutral and simplified definition of AI and many alternative definitions were suggested. Although this was not the focus of the question, these comments strengthen the consensus for the use of a technologically neutral and simplified definition of AI, even if the precise content of the definition continues to be a topic for discussion and remains to be determined.

Respondents did not really offer additional kinds of definition to consider, but a few who checked “Other” suggested using a very broad and encompassing definition to cover a wide range of AI systems, such as “computational techniques”.

3. What are the reasons for your preference?

Behind the wide variety of arguments made in favour of one kind of definition or rejection of any definition of AI, there is a very broad consensus on four normative criteria of a relevant definition of AI for a legal framework:

1. A definition of AI must allow the legal framework to apply to real-world use cases;

2. A definition of AI should not unduly narrow the scope of application of the legal framework and should ensure that it covers a wide range of harms and risks caused by computer technologies;

3. A definition of AI should not be too restrictive and should allow for a variety of computing technologies and systems to be included;

4. A definition of AI should be future-proof and not make the legal framework obsolete when the definition is outdated;

Respondents who argue that no definition of AI can meet these normative criteria, consistently chose the "No definition" option. Their argument is that AI is a fast-changing set of
technologies and that a definition of AI would quickly make the legal framework obsolete (criterion 4). The remaining respondents consider that a definition of AI can satisfy these criteria and that a definition of AI that identifies some computing technologies among others is a precondition for a legal framework applicable to AI uses.

These respondents are divided about the kind of definition needed. For some respondents, a definition of AI that is too broad (e.g., the CAHAI definition) makes the legal framework vague and inapplicable (criterion 2). They then choose the definition of AI that focuses on automated decision-making. While these respondents are aware of the limitations of this definition, they argue that it allows to target the systems that have the most significant impact on human rights today. These systems, even if AI technologies evolve, are here to stay. However, a massive objection has been raised against this view: a definition focusing on automated decision-making is misleading as an AI system does not make an actual decision.

In any case for the majority of other respondents, a definition that is too specific, unduly limits the scope of the legal framework and fails to cover the risks posed by various AI technologies. A broader definition would include, among other things, automated decision-making. These respondents favoured the proposal of a technologically neutral and simplified definition. It is important to note that a technology-neutral definition does not mean that the technology is neutral – such a definition is agnostic about the neutrality of the technology. However, the reference to neutrality is confusing and polarizing and could be replaced by a less divisive term. Indeed, most respondents settled instead on the simplicity of the definition of AI that CAHAI should adopt, rather than its neutrality, the main argument being that a definition of AI should be accessible to as many people as possible, both experts and laymen.

Finally, several respondents urge CAHAI to avoid anthropomorphism in the description of AI technologies. In particular, it was argued that AI does not reproduce human cognitive abilities, but at most can simulate them.

Respondents refer to four other definitions of AI that could substitute or improve on the CAHAI definition: 1. the definition proposed by the European Commission's High Level Expert Group on AI (Ethics Guidelines for Trustworthy AI, 2019); 2. the definition developed by the non-profit organisation AlgorithmWatch; 3. the definition elaborated by UNESCO’s World Commission on the Ethics of Scientific Knowledge and Technology (COMEST); and finally, 4. the definition offered by the OECD Expert Group on Artificial Intelligence (AIGO).
Section 2: Opportunities and Risks arising from AI Systems

Opportunities arising from AI systems

4. Please select the areas in which AI systems offer the most promising opportunities for the protection of human rights, democracy and the rule of law

A maximum of 3 selected options on 15 options were allowed per respondent for this question.

The 3 most selected proposal areas in which AI systems offer the most promising opportunities for the protection of human rights, democracy and the rule of law are Healthcare (134), Environment and climate (86) and Education (72).

It is closely followed by Banking, finance and insurance (63), Justice (52) and Public administration (50).

Employment is the less selected by respondents (16) as an area in which AI systems offer the most promising opportunities for the protection of human rights, democracy and the rule of law.

7 respondents have selected the option “no opinion” and 31 have selected the option “other” and provided another proposal and explained why.
Many respondents argued that this question is difficult to answer as the same AI system can have a positive or negative impact regardless of the application area; and in all areas, there is a wide variety of AI systems, some producing beneficial results, others producing results detrimental to human rights. For instance, in the field of law enforcement, AI systems can help prevent crimes by predicting when and where they are more likely to occur, but it can also reinforce discrimination against people living in the neighbourhood where these crimes are more likely to occur. It all depends on the goals being pursued, the application context, and the ability to use the technology properly.

With this caveat in mind, some areas seem more promising than others, and regardless of the sector, there is broad agreement among respondents that AI development offers more opportunities or less risks for the protection of human rights, democracy and the rule of law in the areas of healthcare, environment and education. However, representatives of state entities tend to choose “public administration” or “finance” (banking, insurance) over “environment”. There are reasons for this choice, which will made clear in the response to the next question.

Some respondents suggested adding scientific discovery and journalism (or information) to the list.
5. Please indicate which of the following AI system applications in your view have the greatest potential to enhance/protect human rights, democracy and the rule of law?

<table>
<thead>
<tr>
<th>AI system applications</th>
<th>N/A</th>
<th>3</th>
<th>7</th>
<th>9</th>
<th>11</th>
<th>17</th>
<th>26</th>
<th>30</th>
<th>42</th>
<th>47</th>
<th>52</th>
<th>92</th>
<th>111</th>
<th>145</th>
<th>172</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI applications used for analysing the performance of...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AI applications to promote gender equality (e.g.)</td>
<td>3</td>
<td>26</td>
<td>74</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AI applications in the field of banking and insurance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AI applications determining the allocation of social...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AI applications determining the allocation of educational...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AI applications providing support to the healthcare...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AI applications aimed at predicting recidivism</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AI applications to prevent the commission of a criminal...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recruiting software/ AI applications used for assessing...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deep fakes and cheap fakes</td>
<td>19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AI applications for personalised media content</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AI applications to predict the possible evolution of...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Automated fraud detection (banking, insurance)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical applications for faster and more accurate...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scoring of individuals by public and private entities</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smart personal assistants (connected devices)</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotional analysis in the workplace to measure...</td>
<td>43</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facial recognition supporting law enforcement</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A maximum of 5 selected options on 18 options were allowed per respondent for this question.

The 5 most selected AI system applications which have the greatest potential to enhance/protect human rights, democracy and the rule of law are:

1. Medical applications for faster and more accurate diagnoses (172);
2. AI applications to predict the possible evolution of climate change and/or natural disasters (145);
3. AI applications providing support to the healthcare system (triage, treatment delivery) (111);
4. Automated fraud detection (banking, insurance) (92);
5. AI applications to promote gender equality (e.g. analytical tools) (74).

The 5 less selected AI system applications which have the greatest potential to enhance/protect human rights, democracy and the rule of law are:

1. Scoring of individuals by public and private entities (7);
2. AI applications aimed at predicting recidivism (9);
3. Emotional analysis in the workplace to measure employees’ level of engagement (12);
4. Recruiting software/ AI applications used for assessing work performance (19);
5. AI applications for personalised media content (recommender systems) (22).

Finally, one respondent has provided a different answer which does not appear on the list of choices.

Consistent with their response to the previous question, respondents favour applications in areas of healthcare, environment and finance (banking and insurance). If education does not rank high, this is probably due to the fact that the only AI system listed in education was more of a public administration tool than an educational tool.

6. Please briefly explain how such applications would benefit human rights, democracy and the rule of law.

It should be noted at the outset that while many respondents identified AI in health, the environment or finance as beneficial, few showed how these AI applications specifically promote human rights, democracy and the rule of law. This seemingly anecdotal finding could reveal a difficulty amongst the respondents, to distinguish between AI for good (or AI for humanity, promoted in many ethical charters which, until very recently, have steered the debate on AI governance) and AI for human rights, democracy and the rule of law. For example, an application that can predict an imminent natural disaster and evacuate threatened populations promotes the good, but the connection with human rights, democracy and the rule of law is neither direct nor obvious in itself.

From the large number of arguments put forward, it appears that AI applications can contribute to the protection of human rights, democracy and the rule of law in two ways:

1. By combating practices that undermine the exercise of procedural and civil rights such as the right to fair trial and non-discriminatory treatment, or the right to security and freedom of speech;

2. By improving access to public services that condition the enjoyment of substantive and social rights such as the right to education.

AI applications in health and education more often fall into the second category of applications that improve access to essential public services.

Medical applications that enable faster and more accurate diagnosis were identified by respondents as being among the most beneficial to human rights, democracy and the rule of law. Indeed, in addition to the strictly medical capabilities of AI, many respondents stressed that the use of AI will facilitate access to healthcare for the greatest number of people by reducing the costs of diagnosis, therapeutic treatment and medical tracing, and by freeing up
human resources to improve the care of patients and treat them with dignity. This would better protect the fundamental right to health and the right to a healthy life, a right recognised by various charters and declarations such as the Universal Declaration of Human Rights, the Constitution of the World Health Organisation, or the International Covenant on Economic, Social and Cultural Rights and the European Social Charter.

AI applications can also help to promote the right to education by personalising learning and thus combating the phenomena of drop-out and attrition, and by making educational services accessible to vulnerable, marginalised or isolated populations (rural communities, for example). This right to education is recognised by the European Convention on Human Rights.

Respondents also argued that AI systems, in particular smart personal assistants, can improve access to administrative services by making information more available, facilitating and speeding up administrative procedures.

These AI applications also help fight discriminatory practices as they improve accessibility to public services and social good for everyone. However, this can only be the case, many participants noted, if these algorithmic systems are overseen and regulated and if the data that fuels them are unbiased. On the assumption that AI would, or could, be less biased than humans, most AI applications on the list then support human rights, democracy and the rule of law. Crime prevention applications are seen by many respondents as beneficial provided they are not biased and are used correctly. However, answers to question 6 are in conflict with the answers to the previous questions, since these applications belong to application areas (law enforcement and justice) that were considered the least promising for human rights, democracy and the rule of law - the answers to the subsequent questions will show that they are also deemed the most threatening ones.

To summarise the answers to this question, the beneficial use of AI for human rights, democracy and the rule of law hinges on two conditions:

- Computational methods to reduce biases of AI systems or ensure that they do not replicate human biases;
- A legal framework to prevent misuse of AI.

7. What other applications might contribute significantly to strengthening human rights, democracy and the rule of law?

Respondents mainly commented on their previous arguments about the benefits of AI and many reiterated their interest in the analytical and detection capabilities of AI, including
tracking fraud, scams, cyber-attacks, copyright infringements, hate speech, fake news and emotional manipulation.

In addition, most of the proposals duplicate the applications listed in the previous question or do not demonstrate the benefits for human rights, democracy and the rule of law. Among the relevant proposals, we can highlight the following:

- Application to help disabled people to gain autonomy;
- Advanced analytics for investigative journalism;
- Automated translation enabling speakers of minority languages to participate more actively in public debate, deliberation or decision making;
- Advanced analytics for historical and cultural investigations. Such AI applications contribute to the protection of human rights in two ways: they enhance mutual understanding and promote peaceful relations between cultural communities; they help people to reconnect with or better understand their own social identity, which is a basic condition for self-esteem and social autonomy.

The last two proposals reveal a blind spot which should be covered by the legal framework: the area of culture.

**Impact on human rights, democracy and the rule of law**

8. Please select the areas in which the deployment of AI systems poses the highest risk of violating human rights, democracy and the rule of law
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A maximum of 3 selected options on 15 options were allowed per respondent for this question.

The 3 most selected proposal areas in which the deployment of AI systems poses the highest risk of violating human rights, democracy and the rule of law are Justice (140), Law enforcement (132), and Education (48).
enforcement (132), National security and counter-terrorism (63) and Social networks/media, internet intermediaries (63).

It is followed by, Banking, finance and Insurance (48) and Employment (47).

Environment and climate option is the less selected one by respondents (2) as an area in which the deployment of AI systems poses the highest risk of violating human rights, democracy and the rule of law.

Finally, 8 respondents have selected the option “no opinion” and 12 have selected the option “other” and provided another proposal.

While “health care”, “environment” and “education” were the most promising areas for the protection of human rights, democracy and the rule of law, they are now, unsurprisingly, among the areas of least concern. On the contrary, "justice" (20%), "law enforcement" (19%) and "national security and counter-terrorism" along with "social networks" (9%) are considered very risky for human rights, democracy and the rule of law.

9. Please briefly explain how such applications might violate human rights, democracy and the rule of law.

Unsurprisingly, this question received the most comments, as it is very relevant for the development of a future legal framework on AI based on human rights, democracy and the rule of law standards. While some respondents reiterate that AI can be both harmful and beneficial depending on its use in all areas of the list, it is clear to the vast majority of respondents that some sectors present greater risks for the protection of human rights, democracy and the rule of law than others: justice, police, national security. The identification of these areas is guided by clear and sound reasoning:

1. The first three areas belong to the reserved domain of the state; these are the areas in which the state exercises coercion to protect rights, preserve the conditions of democracy and ensure the rule of law for all. As some respondents note, these are also the areas where the power imbalance is such that citizens are most vulnerable and subject to the power of a third party; those who deploy AI applications in these areas have increased power over those who are governed by these applications.

2. Furthermore, although AI applications can be misused and cause harm in all the areas under consideration, the risks and nature of the harm are not the same: in the administration of people and society, the risks of error and bias are considered to be much greater than in the case of predicting a climate disaster or the evolution of a tumour. Moreover, the harms
caused by AI applications are not of the same nature, even though their effects may be more dramatic in healthcare or the environment. In the case of a wrong diagnosis, it cannot be argued that the right to health has been directly violated. On the other hand, in the case of an application that may result in a person being sentenced to person to prison and which fails to meet transparency requirements or to provide an explanation, his or her right to a fair trial is directly violated.

3. Finally, the deployment of AI systems in the justice, law enforcement (including border control) and national security areas are not just tools but modes of delivering justice and governing.

After stating the reasons these areas are riskier, the respondents identify the harms that people can suffer and the causes of these harms. The causes are mainly errors in algorithmic processing, its inaccuracy and bias, and poor data quality. The main harms are the following:

- Judicial uncertainty for citizens, the inability to defend their rights, and the denial of fair trial and due process
- Unequal treatment and discrimination (racial, religious, socio-economic, sexual and gender related) leading to the exclusion from social welfare;
- Violation of psychological integrity and well-being, including through surveillance, manipulation of opinions and emotions;

Most respondents anticipate the next two questions on the types of application most risky for the protection of human rights, democracy and the rule of law. We therefore defer to the analysis of question 11 to examine their arguments about the types of AI applications.
10. Please indicate the types of AI systems that represent the greatest risk to human rights, democracy and the rule of law

A maximum of 5 selected options on 18 options were allowed per respondent for this question.

The 5 most selected types of AI systems that represent the greatest risk to human rights, democracy and the rule of law are:

1. Scoring of individuals by public and private entities (166);
2. Facial recognition supporting law enforcement (164) and;
3. Emotional analysis in the workplace to measure employees’ level of engagement (129);
4. Deep fakes and cheap fakes (90);
5. AI applications to prevent the commission of a criminal offence (86).

The 4 less selected types of AI systems that represent the greatest risk to human rights, democracy and the rule of law are:

1. AI applications to predict the possible evolution of climate change and/or natural disasters (3);
2. Evenly, medical applications for faster and more accurate diagnoses (17) and AI applications to promote gender equality (e.g. analytical tools) (17) and Automated fraud detection (banking, insurance) (17)
3. AI applications providing support to the healthcare system (triage, treatment delivery) (18);
4. AI applications in the field of banking and insurance (20).

11. **Please briefly explain how such applications might violate human rights, democracy and the rule of law.**

The respondents' choices are generally consistent with their previous answers. AI systems in the areas of justice and law enforcement come out on top, along with applications in the media, but also in social welfare, an area that was not flagged as risky. In their comments, respondents focus on three types of applications of concern:

1. Facial recognition;
2. predictive justice applications;
3. social rating applications.

In all cases, respondents raise the cross-cutting issue of bias and discrimination: for the majority of respondents, facial recognition is inherently biased and is much less accurate in identifying the faces of darker-skinned people than, for example, white people. Both predictive justice and social scoring applications are prone to reproducing and reinforcing the discrimination that disadvantaged, stigmatised and marginalised populations already face because these applications are powered by historical data that reflect the existing biases against these populations. Finally, emotional analysis applications are not able to correctly interpret the facial expressions of people from cultures less well represented in the data; their results tend to discriminate against these people, but also against people who generally behave in ways that are out of step with dominant social norms. Beyond these four types of application, the issue of discrimination is raised for all the other applications.

Facial recognition technologies receive the most comments, which clearly indicates that they are a test case for the development of the legal framework for the use of AI. While the risks of mistakes leading to prosecutions and unjustified preventive incarceration are clearly identified, it is mass surveillance that is the main concern of respondents. As the issue of surveillance is not as cross-cutting as discrimination, the number of occurrences of the term surveillance is impressive. But it should be noted that there is a significant imbalance between stakeholders in the different sectors: surveillance is mainly a concern of civil society organisations with almost two hundred occurrences of the term, compared to barely ten for the private sector, and just under twenty for the public sector. These data highlight the wide gap between the expectations of civil society and those of the private and public sectors with regard to the legal framework.
According to respondents, AI mass surveillance systems using facial recognition infringe on the fundamental right to privacy and put everyone, but particularly people of colour who are misidentified by facial recognition systems, at risk of arbitrary arrest. But as several respondents from different sectors noted, even when surveillance does not lead to repressive intervention, it inflicts psychological harm and reduces the agency of those who feel threatened, i.e. the ability to act freely in the enjoyment of their guaranteed rights. Mass surveillance creates a "chilling effect on civil society and activism" and undermines the exercise of fundamental freedoms such as freedom of expression, association or protest.

Respondents are also concerned about the use of AI in the judicial system with applications aimed at predicting recidivism and helping judges to make decisions. Some respondents feel that while AI can reduce the processing time of traffic tickets and minor disputes, the lack of accuracy and reliability of these systems generates errors (false positives and false negatives) that are difficult for citizens to challenge. The lack of explainability and transparency, which makes these systems black boxes for citizens and judges alike, increases judicial insecurity. This seriously undermines the rights of the defence, the adversarial principle and therefore the fundamental right to a fair trial.

Social scoring applications raise the same issues:

- they are not free of errors and biases
- they aggravate the situation of those who have a low score by potentially depriving them of essential services; depending on the analysis provided, the identification of the most disadvantaged differs: the young, the poor, racial minorities, etc. An intersectional analysis would show that discrimination is multifactorial and that the most disadvantaged are those who experience several discriminations as a result of belonging to several groups.
- they then increase lasting inequalities;
- and finally, by failing to provide valid explanations, they deprive people of recourse against poor evaluation and low scoring.

To complete the picture, since this overview only looks at the applications that have elicited the most comments or disapproval, we must add a word about the applications for emotional analysis. These applications come third in the selection of the most damaging applications, but curiously they are little commented on. Most of the arguments mentioned above apply to these applications: bias, error and discrimination; surveillance and breach of privacy, which must be protected even in the workplace; and, more specifically, they can harm the career advancement of employees subject to these management methods.

12. What other applications might represent a significant risk to human rights, democracy and the rule of law?
Some respondents suggest micro-targeting applications designed to influence political opinions and the course of election campaigns; others mention cyber-attack applications, but these applications are de facto unlawful. The majority of respondents suggest adding LAWS, lethal autonomous weapons, deployed by the military and potentially in use by the law enforcement. However, it should be recalled that military uses do not fall within the competence of the Council of Europe.

13. In your opinion, should the development, deployment and use of AI systems that have been proven to violate human rights or undermine democracy or the rule of law be:

Most of the respondents consider that the development, deployment and use of AI systems that have been proven to violate human rights or undermine democracy or the rule of law should be banned (55%).

Only 6% of respondents consider that it shouldn’t be banned and 4% have no opinion on this question.

Finally, 34% of respondents have selected the option “other” and provided another proposal. Although the absolute majority of responses supported a ban on AI systems that have been proven to violate human rights or undermine democracy or the rule of law, a significant proportion of respondents chose the option "other". Unfortunately, too few respondents provided an explanation for this choice or offered an alternative. Nevertheless, a robust alternative to a simple ban is proposed, based on an incremental approach:

1. AI systems designed in such a way that they infringe human rights should be banned. Their purpose invalidates them.
2. AI systems that unintentionally or indirectly violate human rights must be corrected. Precautionary measures should be taken and redress mechanisms put in place to stop the human rights abuse pending adjustment of the application.

3. Only if the developers or deployers fail to correct it (whether or not they intend to) should the system be removed.

4. Finally, exceptions to the general prohibition should be made for certain uses or compelling reasons.

Furthermore, any general ban should be justified by an intolerable and permanent violation of human rights, democracy and the rule of law. It is therefore crucial to have a well-defined list of prohibited AI applications that is not subject to interpretation.

Questions 14, 15, 16

The next three questions form a single block. They aim to assess the respondents’ support for or rejection of regulatory measures, according to the levels of risk posed by AI systems. Three levels of risk are proposed for consideration:

- high risks of violation with high probability of occurrence
- low risks of violation with high probability of occurrence
- high risks of violation with low probability of occurrence

For applications presenting high risks of violating human rights, democracy and the rule of law, with a high probability of occurrence (Q14), respondents overwhelmingly (52%) support regulation by means of binding laws, and a significant proportion (29%) even support their prohibition or the adoption of a moratorium (11%). Self-regulation does not appear to be a credible option in this case (5%).

Although not majority, self-regulation turns out to be a more relevant option for 28% of respondents in the case of low-risk applications with a high probability of occurrence (Q15). We can extrapolate that this percentage would increase if the question was about low risk applications with a low probability. As this case is not problematic, the question was not asked. However, support for binding regulation remains predominant with 58% of responses.

Finally, respondents again massively support binding regulation for high-risk applications with a low probability (Q16). In this case, the choice of self-regulation drops to 14% and that of a moratorium rises to 14%.

The answers are very consistent and give clear indications for the establishment of a legal framework. The main conclusion to be drawn is that the respondents support the
establishment of binding regulation for AI applications that present risks of violating human rights, democracy and the rule of law, regardless of the level of risk. Self-regulation does not appear to be a credible approach to addressing these risks.

14. In your opinion, should the development, deployment and use of AI systems that pose high risks\(^2\) with high probability\(^3\) to human rights, democracy and the rule of law be:

Most of the respondents consider that the development, deployment and use of AI systems that pose high risks with high probability to human rights, democracy and the rule of law should be regulated by binding law (52%).

29% consider that it should be banned and 11% that it should be subject to moratorium.

Only 5% respondents consider that it should be self-regulated by soft law instruments such as ethics guidelines or voluntary certification.

Less than 1% of respondents have selected the option “none of the above” and 2% of respondents have selected “no opinion” on this question.

\(^2\)high negative impact on human rights, democracy and rule of law

\(^3\)high probability of occurrence of these risks
15. In your opinion, should the development, deployment and use of AI systems that pose low risks\(^4\) with high probability\(^5\) to human rights, democracy and the rule of law be:

Most of the respondents consider that the development, deployment and use of AI systems that pose low risks with high probability to human rights, democracy and the rule of law should be regulated by binding law (58%).

28% consider that it should be self-regulated by soft law instruments such as ethics guidelines or voluntary certification.

Only 5% of respondents consider that it should be subject to moratorium and 4% of respondents consider that it should be banned.

2% of respondents have selected the option “none of the above” and 3% have no opinion on this question.

\(^4\) Low negative impact on human rights, democracy and rule of law

\(^5\) high probability of occurrence of these risks
16. In your opinion, should the development, deployment and use of AI systems that pose high risks\(^6\) with low probability\(^7\) to human rights, democracy and the rule of law be:

Most of the respondents consider that the development, deployment and use of AI systems that pose high risks with low probability to human rights, democracy and the rule of law should be regulated by binding law (61%).

13% of respondents consider that it should be self-regulated by soft law instruments such as ethics guidelines or voluntary certification and the same number that it should be subject to moratorium.

Only 7% of respondents consider that it should be banned.

2% of respondents have selected the option “none of the above” and 3% of have no opinion on this question.

---

\(^6\) high negative impact on human rights, democracy and rule of law

\(^7\) Low probability of occurrence of these risks
17. What are the most important legal principles, rights and interests that need to be addressed and therefore justify regulating the development, deployment and use of AI systems?

A maximum of 5 selected options on 12 options were allowed per respondent for this question.

The 5 most selected legal principles, rights and interests that need to be addressed and therefore justify regulating the development, deployment and use of AI systems are:

1. Respect for human dignity (182)
2. Privacy and data protection (180)
3. Non-discrimination (155)
4. Possibility to challenge a decision made by an AI system and access to an effective remedy (135)
5. Transparency (114)

The 3 less selected legal principles, rights and interests that need to be addressed and therefore justify regulating the development, deployment and use of AI systems are:

1. Social security (30)
2. Personal integrity (36)
3. Political pluralism (37)

Among the principles proposed, some are general ethical, political and legal principles, others apply more specifically to data and AI governance. The principle of respect for human dignity is the most popular, with 182 respondents choosing it. This overarching principle of international and European law is enshrined in the preamble and Article 1 of the 1948 Universal Declaration of Human Rights and in the preamble of the European Convention on
Human Rights. Although subject to differences in interpretation, the highest number of replies suggests that this principle should take a central place in a new legal framework on AI based on human rights, rule of law and democracy.

Furthermore, the recognition of equal human dignity grounds the principle of equal treatment or non-discrimination that 155 respondents chose. This result would probably have been more important if the principle of non-discrimination had been combined with that of equality.

Recognition of equal dignity also implies respect for privacy, the second most popular principle: a notion that emerged in modern times to protect people from state interference, then in the nineteenth century from press intrusion, and now in the present day from social networking. Privacy is a condition of physical and psychological well-being and integrity.

The fourth general principle recognizes the right of individuals to challenge a decision that affects them. This procedural principle underpins the rule of law, and therefore democracy too. The recognition of this principle as a basis for an AI regulatory framework has very important implications: the right to challenge is conditional on the right to access relevant information, to obtain a meaningful explanation, to be heard by human judges, to demand a human review, to obtain compensation or redress when applicable. In the rest of the questionnaire, respondents offer answers consistent with this choice.

The fifth choice is that of transparency. Transparency is not always easy to interpret and respondents who refer to it a lot rarely explain it. Transparency is the democratic principle that requires public persons to (1) make public relevant information about the exercise of their office, (2) explain their choices or decisions since by definition they affect the public. Applied to AI, the principle means that public institutions and private actors make available information on the use of algorithms and explain the decisions they take on the basis of algorithmic recommendations.
18. In your opinion, in what sectors/areas is a binding legal instrument needed to protect human rights, democracy and the rule of law?

A maximum of 3 selected options on 13 options were allowed per respondent for this question.

The 3 most selected sectors/areas in what a binding legal instrument is needed to protect human rights, democracy and the rule of law are Justice (163), Law enforcement (158) and Public administration (75).

It is followed by Banking, finance and insurance (53), Social networks/media, internet intermediaries (52) and Healthcare (45).

Environment and climate option is the less selected one by respondents (2) as a sector/area in what a binding legal instrument is needed to protect human rights, democracy and the rule of law.

Finally, 7 respondents have selected the option “no opinion” and 26 have selected the option “other” and provided another proposal.

The results echo the previous responses, but some respondents argue that all areas should be subject to binding regulation as fundamental rights are at stake in all of them, although in some areas regulation should be more stringent because of the higher risk of human rights violations.
Section 3: Potential Gaps in Existing Binding Legal Instruments Applicable to AI

In the following section, respondents have been asked to indicate to what extent you agree or disagree with the following statements or if you have no opinion on a given issue.

Key findings

The next section aims to assess the need for a new legal instrument for the development of AI. More specifically, the question is whether binding regulation of AI is the most effective way to prevent and mitigate the risk of violations of human rights, democracy and the rule of law, or whether other regulatory approaches could be implemented with more concrete results. For instance, an approach based on self-regulation of companies could be both efficient and sufficient. Companies have the capacity to implement a variety of self-regulatory instruments such as voluntary certification or ethics guidelines, the latter being preferred by 31.5% of respondents as shown in the results of Q21. Respondents mention a few ethical frameworks: the Ethics Guidelines for Trustworthy AI (2019) by the High-Level Expert Group on AI (European Commission) is the most cited, together with the UNESCO Draft Recommendation on the Ethics of AI (2020) and the European Ethical Charter on the use of artificial intelligence in judicial systems elaborated by the European Commission for the efficiency of justice (CEPEJ), followed by Unboxing artificial intelligence: 10 steps to protect human rights (Council of Europe, 2019) and the Montreal Declaration for a Responsible Development of AI (2018). Two other documents are mentioned once: Rome Call For AI Ethics: A Human-Centric Artificial Intelligence (2019), and Towards Trustworthy AI: Malta Ethical AI Framework for Public Consultation (2019).

Other self-regulatory instruments are then proposed such as code of conducts (e.g. Code of Data Ethics, Russia), standards for the industry (e.g. IEEE P7000), assessment lists (e.g. Assessment List for Trustworthy Artificial Intelligence by the High-level- expert-group on AI, European Commission) and principles for good governance both public and private (e.g. the OECD Recommendation of the Council on Artificial Intelligence, 2019). But a majority of stakeholders in the different sectors, 75.5% and 85% respectively, believe that self-regulation is neither more efficient than government regulation (Q19), nor sufficient (Q20) to prevent and mitigate the risk of violations of human rights, democracy and the rule of law. And some respondents explicitly deplore that the European Ethical Charter on the use of artificial intelligence in judicial systems, the OECD Recommendation of the Council on Artificial Intelligence or Montreal Declaration for a Responsible Development of AI are not binding.
As a matter of fact, as shown in the results of Q22, even existing binding legal instruments are not sufficient to regulate AI systems for 74% of respondents. While many respondents from different continents and legal cultures praise the European General Data Protection Regulation (EU GDPR) as the most effective binding legal instrument and propose it as a model for the regulation of AI, they do not think the existing legal instruments either apply specifically to AI or prevent effectively violation of human rights, democracy and the rule of law (Q24). Examples of existing regulatory instruments provided in response to Q23 fall in one category or the other.

For instance, the Universal Declaration of human rights, the Charter of Fundamental Rights of the European Union or the European Convention on Human Rights are binding legal instruments but do not apply specifically to AI, if at all. In contrast, the White Paper on Artificial Intelligence (European Commission, 2020) or the Model Framework on AI Governance (Singapore, 2019) specifically address AI governance but are not binding legal instruments. That said, the EU GDPR and Convention 108 (Convention for the Protection of Individuals with regard to Automatic Processing of Personal Data, 1981) are proposed as the closest legal instruments to a binding regulatory framework for AI. Convention 108+ (the modernised Convention 108 with the Amending Protocol) is even closer as it incorporates considerations on algorithmic decision-making processes. Respondents also draw the attention on existing legal instruments outside Europe, such as US FDA framework as applied to algorithms (Regulatory Framework for Modifications to Artificial Intelligence/Machine Learning (AI/ML)-Based Software as a Medical Device), US Fair Credit Reporting Act, which applies to credit algorithmic systems, and the Directive on Automated Decision-Making of the Government of Canada (2020).

19. Self-regulation by companies is more efficient than government regulation to prevent and mitigate the risk of violations of human rights, democracy and the rule of law.
A strong majority of the respondents (75.5%) disagree with the statement that Self-regulation by companies is more efficient than government regulation to prevent and mitigate the risk of violations of human rights, democracy and the rule of law (108). 89 respondents rather disagree with it.

8 respondents fully agree and 23 rather agree.

30 respondents have no opinion or are indifferent to this statement.

**20. Self-regulation by companies is sufficient to prevent and mitigate the risk of violations of human rights, democracy and the rule of law**

<table>
<thead>
<tr>
<th>Response</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>N/A</td>
<td>0.3%</td>
</tr>
<tr>
<td>I fully agree</td>
<td>0.8%</td>
</tr>
<tr>
<td>I rather agree</td>
<td>5.4%</td>
</tr>
<tr>
<td>Indifferent/no opinion</td>
<td>8.5%</td>
</tr>
<tr>
<td>I rather disagree</td>
<td>31.2%</td>
</tr>
<tr>
<td>I completely disagree</td>
<td>53.9%</td>
</tr>
</tbody>
</table>

A strong majority of respondents (85%) disagree with the statement that Self-regulation by companies is sufficient to prevent and mitigate the risk of violations of human rights, democracy and the rule of law:

- 140 respondents completely disagree with the statement.
- 81 respondents rather disagree with the statement.

Only 2 respondents fully agree and 14 rather agree.

22 respondents have no opinion or are indifferent to this statement.
21. Which of the following instruments of self-regulation do you consider to be the most efficient?

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethics guidelines</td>
<td>31.5%</td>
</tr>
<tr>
<td>Voluntary certification</td>
<td>28.9%</td>
</tr>
<tr>
<td>No opinion</td>
<td>6.9%</td>
</tr>
<tr>
<td>Other</td>
<td>31.9%</td>
</tr>
<tr>
<td>N/A</td>
<td>0.8%</td>
</tr>
</tbody>
</table>

The self-regulation instrument considered to be the most efficient by a short majority of respondents (who haven’t selected the option “other”) is ethics guidelines (31.5%).

75 respondents consider voluntary certification as the most efficient instrument of self-regulation.

18 respondents have no opinion on the question.

However, most of the respondents (32%) have selected the option “other”

Other instruments include standards, assessment lists, codes of ethics and codes of conduct.

22. Existing international, regional and/or national binding and/or non-binding legal instruments are sufficient to regulate AI systems in order to ensure the protection of human rights, democracy and the rule of law.

<table>
<thead>
<tr>
<th>Opinion</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>I completely disagree</td>
<td>24%</td>
</tr>
<tr>
<td>I rather disagree</td>
<td>8.9%</td>
</tr>
<tr>
<td>Indifferent/no opinion</td>
<td>14.6%</td>
</tr>
<tr>
<td>I rather agree</td>
<td>8.9%</td>
</tr>
<tr>
<td>I fully agree</td>
<td>1.5%</td>
</tr>
<tr>
<td>N/A</td>
<td>1%</td>
</tr>
</tbody>
</table>
A strong majority of respondents (74%) disagree with the statement that existing international, regional and/or national binding and/or non-binding legal instruments are sufficient to regulate AI systems in order to ensure the protection of human rights, democracy and the rule of law:

- 50% of respondents rather disagree with the statement.
- 24% of respondents completely disagree with the statement.

Only 1.5% of respondents fully agree and 9% rather agree.

15% of respondents have no opinion or are indifferent to this statement.

23. Please provide examples of existing international, regional and/or national (binding and/or non-binding) instruments that in your view are effective in guiding and regulating the design, development and use of AI systems to ensure compatibility with the standards for human rights, democracy and the rule of law

The following table brings together examples of existing international, regional or national instruments proposed by respondents.

<table>
<thead>
<tr>
<th>Non-binding instruments</th>
<th>Binding Instruments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guidelines on Multinational Enterprises (2011) - OECD</td>
<td>Loi n° 78-17 du 6 janvier 1978 relative à l'informatique, aux fichiers et aux libertés (1978) - France</td>
</tr>
</tbody>
</table>
The 2020 European Social Partners Framework Agreement on digitalization (2020) – Confederation of European Business or Business Europe

Cybersecurity Guidelines (2018) - IBA

Rome Call For AI Ethics; A Human-Centric Artificial Intelligence (2020) – Rome Call

Artificial Intelligence Mission Austria 2030 (2018) - Austria

Responsible Use of Artificial Intelligence (2016-2021) - Canada

Algorithmic Impact Assessment Tool (2021) - Canada

ExplAIn (2019) - ICO and Alan Turing Institute

Model AI Governance Framework (2019, updated 2020) - Personal Data Protection Commission

24. If you responded disagree/completely disagree to question 22, please indicate why existing international, regional and/or national (binding and/or non-binding) legal instruments are not sufficient to regulate AI systems (select all you agree with):

- They create barriers to the design, development and application of AI systems
- They do not provide for specific rights (e.g. transparency requirements, redress mechanisms) for persons affected...
- They do not provide enough guidance to the designers, developers and deployers of AI systems
- They lack specific principles for the design, development and application of AI systems
- They provide a basis but fail to provide an effective substantive protection of human rights, democracy and the rule of law against the risks posed by AI systems
- There are too many and they are difficult to interpret and apply in the context of AI
- N/A

There was no limitation of selected number of answers for this question.

The 4 most selected options, often together, are:

- They provide a basis but fail to provide an effective substantive protection of human rights, democracy and the rule of law against the risks posed by AI systems (137).
They lack specific principles for the design, development and application of AI systems (127).

They do not provide enough guidance to the designers, developers and deployers of AI systems (119).

They do not provide for specific rights (e.g. transparency requirements, redress mechanisms) for persons affected by AI (123).

The less selected option is “They create barriers to the design, development and application of AI systems” (22).

One respondent has provided a different answer which does not appear on the list of choices.

25. Please indicate other specific legal gaps that in your view need to be addressed at the level of the Council of Europe

Respondents’ contributions vary widely in their interpretation of the term 'legal gaps'. They can be classified as follows:

a. Regulatory context:

Some focus on the regulatory context and underscore the fact that regulatory instruments are too numerous, heterogeneous, and most often non-binding. This leaves too much room for interpretation by the Member states, creating a risk of fragmentation of the (European) internal market. In this context of regulatory competition and silo development of legislation, the priority is to establish a common legal framework that brings together the different initiatives at European and international level. This also requires the Council of Europe to cooperate with other intergovernmental organisations such as the OECD.

b. Legal methods:

Several contributions develop recommendations on the methods of law such as the attribution of the burden of proof. A reversal of the burden of proof is called for, especially in cases of discrimination, so that it is for the entity that develops or deploys an AI system to demonstrate that it does not have a negative impact (discrimination, unfairness) on individuals. The authors of this request also want the responsibility to rest on the developers and deployers rather than on the victims who would have to defend themselves or on the AI systems which cannot be held responsible.

Two further methodological recommendations are made: firstly, the legal framework should impose a method of assessing fairness that is based on the (ex post) comparison of the results
of AI systems across groups that are affected by these results (predictions, decisions); secondly, the Council of Europe should adopt a risk-based approach.

c. Rights:

Respondents also suggest adding rights that are not adequately covered at this point. This would include the right to mental integrity and safety. This is particularly important for younger people, and some respondents urge the Council of Europe to recognise specific rights for children within its legal framework and to acknowledge the greater vulnerability of children. Finally, in certain circumstances, the right to refuse to be subjected to an AI system (right to opt out) should be guaranteed and alternative options should be offered without disadvantages to those who refuse.

d. Mechanisms

The majority of responses identify the "legal gaps" as missing mechanisms to ensure the effective regulation of AI and to promote human rights, democracy and the rule of law. The first type of mechanism is that of citizen participation in AI governance and the creation of a platform for authorities and companies to engage with civil society organisations and marginalised groups. Another crucial mechanism to ensure democratic transparency is the creation of public registers of AI systems used by public institutions. An AI Observatory could be established to monitor legislation and public policies on AI and share good practices.

Some complain that the lack of regulation of certification processes leads to a race to the bottom in the provision of auditing services, if not to conflicts of interest. They urge the Council of Europe to provide legal requirements for the certification of AI systems. Finally, the legal framework should include provisions on redress and remedy mechanisms in case of harm.
Section 4: Elements of a Legal Framework on AI Systems

In relation to some AI systems, we can reasonably foresee a significant risk to human rights, democracy and the rule of law. Bearing this in mind, in the following section, it has been asked to respondents to indicate to what extent respondents agree or disagree with the following statements or if they have no opinion on a given issue.

Key findings

In this section, the questions aim to identify consensus on the elements that the legal framework on AI systems should include. Five options are offered for each statement in order to measure the support or rejection of the proposals submitted. Overall, there is a high level of consensus among respondents, with most proposals receiving support of over 80% (I tend to agree and I completely agree). Two proposals receive a support rate of 67% (Q36) and 73% (Q37), which makes them relatively consensual proposals but which should be discussed further. Finally, one proposal (Q40) divides the participants with a 53% support rate and a 25% disapproval rate.

The respondents massively agree that individuals should always be informed when they interact with an AI system in any circumstances (Q26), when a decision which affects them personally is made by an AI system (Q27) and when an AI system is used in a decision-making process which affects them personally (Q28). Moreover, they support the right to a meaningful explanation of decisions based on algorithms (Q29) and the right to have algorithmic decisions or decisions based on algorithmic results checked and reviewed by humans. (Q 30, Q 31 and Q32). More precisely, they agree that individuals should always have the right that any decision taken by an AI system in the framework of judicial proceedings are reviewed by a “human” judge (93% of support) and a right to demand the review of an algorithmic based decision by a human being (85% of support). To this end, there should always be a person responsible for reviewing algorithmic based decisions in the public sector and private companies.

Public institutions have the duty not to use AI systems to promote or discredit a particular way of life or opinion (e.g. “social scoring) and to design, develop and apply sustainable AI systems that respect applicable environmental protection standards, according to a strong majority of respondents in Q 33 and 34.

Respondents consistently converge about oversight mechanisms that should be put in place. For 85% of respondents, Member States should establish public oversight mechanisms for AI
systems that may breach legally binding norms in the sphere of human rights, democracy and the rule of law (Q38), and 94% of respondent support reporting mechanism: errors and flaws discovered in AI systems which have led or could lead to the violation of human rights, democracy and the rule of law must be reported to the competent authorities (Q39). However, while 82% of respondents agree that the code behind AI systems should always be accessible to the competent public authorities for the purposes of external audit (Q35), they are less supportive (67%) of the difference in transparency standards applicable to public entities and private entities (Q36). The difference of legal requirement between sectors tends to be less approved as confirmed by the results of question Q37, where 73% of respondents think there should be higher standards for access to an effective remedy for individuals in relation to decisions informed and made by an AI system in the field of justice than in the field of consumer protection.

It is clear from the previous responses that respondents are very concerned about AI systems for facial recognition and many of them call for a ban. But the proposal to ban the use of facial recognition in public (Q40) is more controversial and polarising: while 53% of respondents support this perspective, 25% oppose it and 22% have no definite opinion on the question. However, when asked if the information obtained through the use of facial recognition systems should always be reviewed by a human being before being used for purposes that have an impact on individual freedom (Q41), the disapproval rate drops to 9%.

The results for these two questions are in line with those for questions Q13 and Q14. A majority of respondents believe that the use of facial recognition in public places or for surveillance purposes infringes on human rights and should be prohibited. Framed as a high-risk technology, a greater proportion of respondents back regulation to ensure the proper use of AI. In the same vein, respondents agree that the use of AI systems in democratic processes (e.g. elections) should be strictly regulated.
26. Individuals should always be informed when they interact with an AI system in any circumstances.

A strong majority of respondents agree with the statement that individuals should always be informed when they interact with an AI system in any circumstances:

- 146 respondents fully agree with the statement;
- 68 respondents rather agree with the statement.

Only 8 respondents completely disagree and 20 rather disagree.

17 respondents have no opinion or are indifferent to this statement.

27. Individuals should always be informed when a decision which affects them personally is made by an AI system.

A strong majority of respondents agree with the statement that individuals should always be informed when a decision which affects them personally is made by an AI system:

- 195 respondents fully agree with the statement.
- 46 respondents rather agree with the statement.
Only 5 respondents completely disagree and 10 rather disagree.

3 respondents have no opinion or are indifferent to this statement.

28. **Individuals should always be informed when an AI system is used in a decision-making process which affects them personally.**

A **strong majority** of respondents agree with the statement that individuals should always be informed when a decision which affects them personally is made by an AI system:

- 180 respondents fully agree with the statement;
- 50 respondents rather agree with the statement.

Only 4 respondents completely disagree and 16 rather disagree.

9 respondents have no opinion or are indifferent to this statement.

29. **Individuals should have a right to a meaningful explanation of algorithmic based decisions, in particular how the algorithm reached its output.**
A **wide majority** of respondents agree with the statement that Individuals should have a right to a meaningful explanation of algorithmic based decisions, in particular how the algorithm reached its output:

- 148 respondents fully agree with the statement;
- 80 respondents rather agree with the statement.

Only 8 respondents completely disagree and 13 rather disagree. 10 respondents have no opinion or are indifferent to this statement.

30. **Individuals should always have the right that any decision taken by an AI system in the framework of judicial proceedings are reviewed by a “human” judge.**

A **strong majority** of respondents agree with the statement that Individuals should always have the right that any decision taken by an AI system in the framework of judicial proceedings are reviewed by a “human” judge:

- 208 respondents fully agree with the statement;
- 35 respondents rather agree with the statement.

Only 2 respondents completely disagree and 5 rather disagree. 9 respondents have no opinion or are indifferent to this statement.
31. Individuals should have a right to demand the review of an algorithmic based decision by a human being.

A strong majority of respondents agree with the statement that individuals should have a right to demand the review of an algorithmic based decision by a human being:

- 162 respondents fully agree with the statement;
- 60 respondents rather agree with the statement.

Only 2 respondents completely disagree and 13 rather disagree.

22 respondents have no opinion or are indifferent to this statement.

32. There should always be a person responsible for reviewing algorithmic based decisions in the public sector and private companies.

A strong majority of respondents agree with the statement that there should always be a person responsible for reviewing algorithmic based decisions in the public sector and private companies:
- 145 respondents fully agree with the statement;
- 61 respondents rather agree with the statement.

Only 9 respondents completely disagree and 19 rather disagree.

25 respondents have no opinion or are indifferent to this statement.

33. Public institutions should not use AI systems to promote or discredit a particular way of life or opinion (e.g. “social scoring”).

A wide majority of respondents agree with the statement that public institutions should not use AI systems to promote or discredit a particular way of life or opinion (e.g. “social scoring”):

- 170 respondents fully agree with the statement;
- 33 respondents rather agree with the statement.

Only 8 respondents completely disagree and 19 rather disagree.

29 respondents have no opinion or are indifferent to this statement.
34. States should be obliged to design, develop and apply sustainable AI systems that respect applicable environmental protection standards.

A strong majority of respondents agree with the statement that states should be obliged to design, develop and apply sustainable AI systems that respect applicable environmental protection standards:

- 154 respondents fully agree with the statement;
- 64 respondents rather agree with the statement.

Only 7 respondents completely disagree and 12 rather disagree.

22 respondents have no opinion or are indifferent to this statement.

35. The code behind AI systems used in the public and private sectors should always be accessible to the competent public authorities for the purposes of external audit.

A wide majority of respondents agree with the statement that the code behind AI systems used in the public and private sectors should always be accessible to the competent public authorities for the purposes of external audit:
• 163 respondents fully agree with the statement.
• 51 respondents rather agree with the statement.

Only 13 respondents completely disagree and also 13 rather disagree.
19 respondents have no opinion or are indifferent to this statement.

36. There should be higher transparency standards for public entities using AI than for private entities.

A majority of respondents agree with the statement that there should be higher transparency standards for public entities using AI than for private entities:

• 106 respondents fully agree with the statement;
• 68 respondents rather agree with the statement.

27 respondents completely disagree and 41 rather disagree.
17 respondents have no opinion or are indifferent to this statement.
37. There should be higher standards for access to an effective remedy for individuals in relation to decisions informed and made by an AI system in the field of justice than in the field of consumer protection.

A strong majority of respondents agree with the statement that there should be higher standards for access to an effective remedy for individuals in relation to decisions informed and made by an AI system in the field of justice than in the field of consumer protection:

- 116 respondents fully agree with the statement.
- 73 respondents rather agree with the statement.

20 respondents completely disagree and 22 rather disagree.

28 respondents have no opinion or are indifferent to this statement.

38. Member states should establish public oversight mechanisms for AI systems that may breach legally binding norms in the sphere of human rights, democracy and the rule of law.
A wide majority of respondents agree with the statement that member states should establish public oversight mechanisms for AI systems that may breach legally binding norms in the sphere of human rights, democracy and the rule of law:

- 170 respondents fully agree with the statement;
- 52 respondents rather agree with the statement.

Only 6 respondents completely disagree and 9 rather disagree.

22 respondents have no opinion or are indifferent to this statement.

39. Errors and flaws discovered in AI systems which have led or could lead to the violation of human rights, democracy and the rule of law must be reported to the competent authorities.

A strong majority of respondents agree with the statement that errors and flaws discovered in AI systems which have led or could lead to the violation of human rights, democracy and the rule of law must be reported to the competent authorities:

- 202 respondents fully agree with the statement;
- 43 respondents rather agree with the statement.

Only 4 respondents completely disagree and 5 rather disagree.

5 respondents have no opinion or are indifferent to this statement.
40. The use of facial recognition in public spaces should be prohibited.

A majority of respondents agree with the statement that the use of facial recognition in public spaces should be prohibited:

- 91 respondents fully agree with the statement;
- 46 respondents rather agree with the statement.

23 respondents completely disagree and 41 rather disagree.

58 respondents have no opinion or are indifferent to the statement.

41. The information obtained through the use of facial recognition systems should always be reviewed by a human being before being used for purposes that have an impact on individual freedom, such as in relation to a person boarding an airplane, upon police arrest or in the framework of judicial proceedings.

A wide majority of respondents agree with the statement that The information obtained through the use of facial recognition systems should always be reviewed by a human being before being used for purposes that have an impact on individual freedom, such as in relation
to a person boarding an airplane, upon police arrest or in the framework of judicial proceedings:

- 168 respondents fully agree with the statement;
- 46 respondents rather agree with the statement.

Only 7 respondents completely disagree and 15 rather disagree.

22 respondents have no opinion or are indifferent to the statement.

42. The use of AI systems in democratic processes (e.g. elections) should be strictly regulated.

A very strong majority of respondents agree with the statement that the use of AI systems in democratic processes (e.g. elections) should be strictly regulated:

- 201 respondents fully agree with the statement;
- 38 respondents rather agree with the statement.

Only 4 respondents completely disagree and 1 rather disagree.

14 respondents have no opinion or are indifferent to the statement.
43. Should a future legal framework at Council of Europe level include a specific liability regime in relation to AI applications?

The majority of respondents (60%) agree that a future legal framework at Council of Europe level should include a specific liability regime in relation to AI applications.

44. If yes, what aspects should be covered?

This question received few comments compared to questions in the first and second sections. Although it was directed at those who answered "yes" to the previous question, several respondents expressed doubts about the need to create a specific liability regime as the use of AI is cross-cutting and responsibilities are not or should not be the same across different areas of use. For some, it is more appropriate to integrate responsibility for problematic uses into existing liability regimes.

For those who believe that a new liability regime is needed, the first challenge is to identify those who have control over AI systems and who can be held accountable if harm is suffered by an affected person. One of the specific problems with liability in AI, especially with deep learning, is that damage can be caused by an algorithmic decision without any defect in the design of the algorithm, in its operation and in the databases used.

Some suggest that we should keep together strict liability (with reconsidered defences and statutory exceptions) and liability based on fault. This would help to avoid "gaps in liability". Others specify that for systems that feed human decisions, it is the human decision-makers who should be held liable; and for systems that make their own decisions or act on their own analyses and predictions, it is the humans who selected and deployed the system who should be held liable. And finally, it must include entities that issue compliance certifications as well as end-users who may misuse AI systems.
The issue of burden of proof comes up here too. Not only should humans be held accountable, but the burden of proof should rest with the designers and deployers of AI systems to demonstrate that their systems are not causing harm.

Finally, according to many respondents across sectors, an adequate liability regime should include mechanisms for challenge, redress, compensation and even restoration. One private sector respondent suggested that a European fund should be set up to compensate victims quickly.
Section 5: Policies and Measures for Development

In this section, the questions 45-49 are focusing on the usefulness for respondents of compliance (5 options) and follow up (4 options) mechanisms. The last question (Q 50) is an open question aimed to offer space for respondents who wish to bring other issues to the attention of the CAHAI.

Most of respondents consider the following compliance mechanisms as highly useful: Human rights, democracy and rule of law impact assessments, audits and intersectional audits, continuous automated monitoring (Q45).

For most of the respondents, compliance mechanisms should be part of a binding instrument (Q 47). However, this preference is less evident for Regulatory sandboxes where 40% of respondents consider that Regulatory sandboxes should be part of a binding instrument against 38% in favour of a non-binding instrument. In addition, respondents who have selected the option “other” to this question, proposed several mechanisms that could complement the proposed list.

The 4 follow up mechanisms proposed in the question 48: Monitoring of AI legislation and policies in member states, Capacity building on Council of Europe instruments, including assistance to facilitate ratification and implementation of relevant Council of Europe instruments, AI Observatory for sharing good practices and exchanging information on legal, policy and technological developments related to AI systems, and Establishing a centre of expertise on AI and human rights, are considered as useful activities to be implemented by the Council of Europe in the view of the majority of respondents.

At the question “What other mechanisms, if any, should be considered?” (Q 49), many respondents recalled proposals that have been made in previous questions. However, three proposals stand out: Dispute resolution mechanism, Cooperation mechanism and Public participation.

Finally, the responses to the question 50 were very rich and informative. Respondents urge the Council of Europe to be clear, consistent, pedagogical and forceful in taking binding measures, even if they can or should co-exist with soft and non-binding regulations.
45. In your opinion, how useful would the following compliance mechanisms be in preventing and mitigating the risks to human rights, democracy and the rule of law arising from the design, development and application of AI?

All the following compliance mechanisms proposed have been considered by most of the respondents either highly useful or rather useful.

The 3 compliance mechanisms most considered by the majority of respondents as very useful are Human rights, democracy and rule of law impact assessments (60%), Audits and intersectional audits (56.5%) and Continuous automated monitoring (41%).

Certification and quality labelling (46%) and Regulatory sandboxes (39%) have been considered by most of respondents as rather useful.
46. Please indicate what combination of mechanisms should be preferred to efficiently protect human rights, democracy and the rule of law.

A maximum of 3 selected options were allowed per respondent for this question.

The most selected combination brings together Human rights, democracy and rule of law impact assessments (202), Audits and intersectional audits (174) and Certification and quality labelling (127) mechanisms.

47. Please select which mechanism(s) should be part of either a binding instrument or a non-binding instrument to best protect human rights, democracy and the rule of law.
The majority of respondents consider that a Human rights, democracy and rule of law impact assessments should be part of a binding instrument (79%). It is also the case for Audits and intersectional audits (69%).

48% of respondents are in favour of a binding instrument for Certification and quality labelling and for Continuous automated monitoring

40% of respondents consider that Regulatory sandboxes should be part of a binding instrument against 38% in favour of a non-binding instrument.

**47bis. Other**

According to the respondents, several mechanisms could complement the proposed list, such as codes of ethics and codes of good conduct mentioned in question 21, or a mechanism for citizen participation in the development of AI systems from the design stage; proponents of the latter proposal underline the importance of including the most vulnerable people. This would allow developers to assess the social relevance of the AI system they are designing. Some respondents thus propose a mechanism for monitoring the usefulness of AI before deciding to replace current procedures with AI-based processes.

Others propose technical protocols providing access to data collection and processing practices in a standardised form (machine-readable disclosure mechanisms such as Open Ethics Transparency Protocol).

But the proposals that come up most often relate to the monitoring of algorithms. Some point out that certification only makes sense if the certified product does not change, which is difficult to ensure for AI autonomous systems. Rather than establishing certifications that are not sustainable, it is more useful to set up reporting mechanisms with regular reports on the use and impact of automated systems on human rights. Monitoring AI systems also implies to establish (and invest in) an independent AI audit ecosystem.
48. In your opinion, how useful would the following follow-up activities be if implemented by the Council of Europe?

- Monitoring of AI legislation and policies in member states: 90% consider it useful. Only 3 respondents consider it not useful and 12 have no opinion on the question.

- Capacity building on Council of Europe instruments, including assistance to facilitate ratification and implementation of relevant Council of Europe instruments: 80% consider it useful. Only 5 respondents consider it not useful and 43 have no opinion on the question.

- AI Observatory for sharing good practices and exchanging information on legal, policy and technological developments related to AI systems: 89% consider it useful. Only 4 respondents consider it not useful and 18 have no opinion on the question.

- Establishing a centre of expertise on AI and human rights: 87% consider it useful. Only 5 respondents consider it not useful and 22 have no opinion on the question.
In a nutshell, the result demonstrate that the 4 follow-up activities proposed are consider as useful activities to be implemented by the Council of Europe in the view of the majority of respondents.

49. What other mechanisms, if any, should be considered?

Many of the responses repeat proposals that have been made in previous ones. But three proposals stand out:

1. Dispute resolution mechanism

A legal instrument for the meaningful regulation of AI cannot be complete if it contains only principles and rules and no enforcement mechanisms in case of disputes in the use of AI. Therefore, the Council of Europe should develop a dispute resolution mechanism at European and international level. It would be administered by staff with expertise in AI and law. The Council of Europe should therefore facilitate the creation of special courts or mediation and arbitration centres as exist in other fields.

2. Cooperation mechanism

Several respondents from all sectors call for cooperation between European and international organisations to avoid regulatory fragmentation and to improve legal oversight and monitoring of AI systems. Some want the Council of Europe with the OECD and other organisations to work together to build a global AI policy, leverage common resources and pool the different expertise developed by these organisations. Other stakeholders advocate a multi-stakeholder format that includes companies in order to be able to adapt regulatory legal instruments to the evolving reality of AI technologies.

Although the following proposal was made in response to the next question, it complements this recommendation well, and we therefore take the liberty of mentioning it here. One respondent gives a specific example of cooperation that could inspire the work of CAHAI. It refers to the 3rd Generation Partnership Project (3GPP) as a multi-stakeholder governance mechanism in the information and communications technology (ICT) industry.

3. Public participation

Many respondents recommend not only cooperation between international organisations but the participatory inclusion of all stakeholders including the public, citizens and especially groups exposed to the negative impacts of AI. The aim is to involve and empower civil society in the context of the massive deployment of AI systems. Therefore, they propose the establishment of a platform that facilitates the sharing of good practices, the identification of
trends in the development of AI and the anticipation of ethical and legal issues. This platform
would also ensure the participation of the public, especially groups underrepresented in public
institutions and in AI policymaking. It would enable feedback on the use of AI and the reporting
of severe problems. This proposal is close to but different from that of an observatory for AI.

50. Are there any other issues with respect to the design, development and
application of AI systems in the context of human rights, democracy and the
rule of law that you wish to bring to the attention of the CAHAI?

The responses to this question were very rich and informative. We cannot do them justice in
this summary. In essence, the respondents urge the Council of Europe to be clear, consistent,
pedagogical and forceful in taking binding measures, even if they can or should co-exist with
soft and non-binding regulations.

- Clear:
The contributors call for unambiguous and well-explained language, in particular so that lay
people, civil society organisations that are not front-line AI stakeholders, and even
professionals using AI, understand the legal framework and are able to apply it and refer to it
for complaints.

- Coherent:
The Council of Europe also needs to establish its legal framework in a coherent way, i.e. to
take into account other legal and policy frameworks in place. Any potential convention on AI
should thus take into account the interactions with data protection frameworks developed
within the Council of Europe as well as the EU Digital Services Act, the GDPR, the European
framework of the Medical Devices Regulation and other European Union regulations on AI.
Without a holistic approach to AI regulation, there is a serious risk of regulatory fragmentation,
which was often asserted throughout the questionnaire, but also a risk of lack of trust and
customer uptake of AI products and services developed by the European AI industry.

- Pedagogical:
A lot of comments were about the need of raising awareness of AI among lay people and
public officials as well, and about raising ethical awareness among AI developers, designers
and deployers. For some respondents, ethical awareness should be a mandatory part of
training for AI professionals, which is the case for regulated professions involving a significant
degree of risk to the public.

- Forceful:
While the discourse of ethics is useful and necessary to give guidance, many respondents call on the Council of Europe to protect human rights and democracy through binding legal provisions. This is very clear from the overall results of the questionnaire. The field of justice emerged as the riskiest area for the protection of people's rights and the need to regulate AI in this field seems more pressing. Some respondents, representing legal professions, submitted specific protocols to regulate the use of AI in the judicial domain. For instance, to mitigate the potential risks and impact of AI tools within court systems, the following principles should be implemented:

- The possibility to identify the use of AI (Principle of identification): all parties involved in a judicial process should always be able to identify, prior to and within a judicial decision, the elements resulting from the implementation of an AI tool.
- Non-delegation of the judge's decision-making power (Principle of non-delegation): under no circumstances should the judge delegate all or part of his/her decision-making power to an AI tool. In any case, a right to a human judge should be guaranteed at any stage of the proceedings.
- The possibility for the parties to verify the data input and reasoning of the AI tool (Principle of transparency).
- The possibility for the parties to discuss and contest AI outcomes (Principle of discussion) in an adversarial manner outside the deliberation phase and with a reasonable timeframe.
- The neutrality and objectivity of AI tools (Principle of neutrality) used by the judicial system should be guaranteed and verifiable.

Let us conclude on a paradox that appears in several contributions and that remained unnoticed by the respondents: AI should be leveraged to develop AI systems aimed to protect human rights.

This suggests the importance for the Council of Europe to elaborate policy responses and any other suitable measures which can support the development by public and private entities of AI systems in line with the requirements of human rights, rule of law and democracy.
CONCLUSIONS

The objective of the consultation was to collect feedback from a wide range of stakeholders in different sectors (government and public administration, civil society, the private sector and academia) on the main elements of a new legal framework for the development, design and application of artificial intelligence, based on the Council of Europe’s standards on human rights, democracy and the rule of law. This feedback, in turn, could help measure the level of support to the different regulatory options being considered by the CAHAI-LFG and hence help this Working Group inform its regulatory proposals.

Many respondents, while contributing with important and relevant ideas to the questionnaire, complained about the rigidity of the consultation format, either because the range of options was too limited or because the open-ended questions only allowed for short responses. However, it should be borne in mind, that limiting the number of options forces careful prioritization and gives CAHAI-LFG the most useful information to identify trends and pinpoint areas of agreement or consensus, debated issues, and deadlocks. In this regard, thanks to the commitment of respondents, the consultation was a success.

A majority was found around several points, starting with the type of definition of AI that should be used in the legal framework. For 48% of participants, a technologically neutral and simplified definition of AI is preferable to narrow definitions or no definition at all. This example of definition provided by the Feasibility Study seems to be appropriate for establishing a legal framework.

The majority of respondents noted that AI applications can contribute to the protection of human rights, democracy and the rule of law. Different ways were identified: by combating practices that undermine the exercise of procedural and civil rights such as the right to fair trial; by improving access to public services that condition the enjoyment of substantive and social rights such as the right to education.

Furthermore, there is agreement on the areas in which AI poses the greatest risk of violating human rights, democracy and the rule of law. Two areas stand out clearly: justice and law enforcement, with national security immediately following. The other areas are less clear-cut. Obviously, while the possible future legal framework is likely to be of transversal character and hence apply to the use of AI across different areas and sectors, the feedback received indicates that a possible future legal framework should address both general and specific issues related to the deployment of AI systems in these areas.
In the event that a violation of human rights, democracy and the rule of law by an AI system is proven, a majority (55%) supports its ban. However, a response from a government provides for another option: instead of banning AI systems immediately, an incremental approach should be adopted by increasing the pressure on developers to fix flawed AI systems (the code, model or database) and increasing the penalties. This incremental approach does not apply to AI systems whose purpose by design or in the deployment environment conflicts with human rights, such as social scoring, which should be banned. It should be noted that the "moratorium" option was not given, and based on the results of the next question on AI systems with high risk of human rights infringement with high probability, we can reasonably infer that an option of strict regulation possibly including this option could have been supported by a majority of those who answered "other".

Of course, the question remains as to what criteria should be used to determine whether an AI system violates human rights by its very design. This will raise serious debates, as evidenced by the comments on the regulation of facial recognition in public places. On this point, there is no consensus. Facial recognition is an issue that deeply divides stakeholders.

The positions are sometimes very clear-cut, with no possibility of reconciliation, which shows the importance to find a fruitful space for discussion in order to elaborate a proposal that, without accommodating the most distant positions, will be supported by a solid majority.

Indeed, the responses to the questionnaire revealed a very broad consensus on the need for binding regulation of technologies that present high risks of human rights violations, regardless of the level of probability.

It is clear from the responses to the questionnaire that public authorities and states are expected to implement binding regulation and that self-regulation or soft regulation through ethical charters are not considered enough when human rights, democracy and the rule of law are at stake.

The findings of the multi-stakeholder consultation are clear indications that a legally binding instrument regulating the use of AI is considered as necessary to ensure an effective protection of human rights, rule of law and democracy, in the light of the specific issues raised by artificial intelligence that existing binding regulatory frameworks are unable to address. This option, as noted in the Feasibility Study, would need to gain the support of the Committee of Ministers. Based on the responses to the questionnaire, it can be stated that stakeholders
from all sectors, including government organisations, overwhelmingly support this option (74%).

A possible new legal framework on the design, development and application of AI based on Council of Europe’s principles should according to the multi-stakeholder consultation give prominence to the following principles and rights: respect for human dignity, privacy and data protection, as well as non-discrimination. The possibility to challenge a decision made by an AI system and access to an effective remedy, as well as ensuring transparency of AI applications, are also considered by most respondents as important aspects to be addressed.

The consultation has also allowed to register an high level of consensus on specific regulatory choices to be made, such as for instance the duty to always inform individuals when they interact with an AI system in any circumstances, when a decision which affects them personally is made by an AI system and when an AI system is used in a decision-making process which affects them personally. Strong support is also recorded with regard to the right to a human review of algorithmic decisions, especially in sensitive contexts such as justice.

Respondents consistently converge about oversight mechanisms that should be put in place, in particular they converge on the need for human oversight when facial recognition technologies are used. For 85% of respondents, states should establish public oversight mechanisms for AI systems that may breach legally binding norms in the sphere of human rights, democracy and the rule of law, and 94% of respondent support reporting mechanism: errors and flaws discovered in AI systems which have led or could lead to the violation of human rights, democracy and the rule of law must be reported to the competent authorities and oversight mechanisms that should be put in place. Furthermore, the consultation has confirmed the perception of usefulness of compliance mechanisms to prevent and mitigate the risks to human rights, rule of law and democracy. According to a strong majority of respondents, some of these mechanisms, such as human rights, democracy and rule of law impact assessments, as well as audits and intersectional audits, should become part of a future binding instrument, whilst others can be better developed through non-binding regulation.
Appendix I. Questionnaire

Disclaimer on data protection

Personal data collected with this questionnaire are managed in accordance with the Secretary General's Regulation of 17 April 1989 instituting a system of data protection for personal data files at the Council of Europe and the DGA/DIT(2013)02 Data and Information Management Policy of the Council of Europe.

I, in my capacity as the contact person for replies provided by my delegation, understand that any data, information or assessment, including personal data or confidential information, that I supply to the above survey will be exclusively used by the Council of Europe in the framework of the work undertaken by the CAHAI. I agree to this use being made of any information provided. I understand that, the original replies provided, containing the above personal data, would be deleted by the CAHAI secretariat by [DATE] at the latest.

I formally consent to the use of my personal data and of any other information I supplied as described above. If I submit personal data or confidential information of another person, I confirm that I have obtained the authorisation to do so from that person.

For any request relating to the exercise of your right to the protection of personal data, please contact dpo@coe.int.

For any issues, please contact secretariat.cahai@coe.int

1. Pre-screening question of the survey:
   - Your state
   - Institution: Name of the institution/body/company
   - Personal capacity: Your socio-professional category (using an existing list)
   - Your stakeholder groups (choice amongst government & public administration/ private business sector/ civil society/ academic and scientific community / internet technical community)
Section 1: Definition of AI Systems

2. In view of the elaboration of a legal framework on the design, development and application of AI, based on the standards of the Council of Europe on human rights, democracy and the rule of law, what kind of definition of artificial intelligence (AI) should be considered by the CAHAI (select one):

   - No definition, with a legal instrument focused on the effect of AI systems on human rights, democracy and the rule of law.
   - A technologically-neutral and simplified definition, such as “a set of sciences, theories and techniques whose purpose is to reproduce by a machine the cognitive abilities of a human being”\(^8\).
   - A definition focusing on machine learning systems.
   - A definition focusing on automated decision-making.
   - Other (Please explain below)
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   - No opinion

3. What are the reasons for your preference?
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Section 2: Opportunities and Risks arising from AI Systems

Opportunities arising from AI systems

4. Please select the areas in which AI systems offer the most promising opportunities for the protection of human rights, democracy and the rule of law (select 3 maximum):

   - Banking, finance and insurance
   - Justice
   - Law enforcement
   - Customs and border control
   - Welfare
   - Education
   - Healthcare

\(^8\) See the CAHAI feasibility study, §5.
• Environment and climate
• Election monitoring
• National security and counter-terrorism
• Public administration
• Employment
• Social networks/media, internet intermediaries
• Other (which areas and why)
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No opinion

5. Please indicate which of the following AI system applications in your view have the greatest potential to enhance/protect human rights, democracy and the rule of law? (select 5 maximum):

• Facial recognition supporting law enforcement
• Emotional analysis in the workplace to measure employees’ level of engagement
• Smart personal assistants (connected devices)
• Scoring of individuals by public and private entities
• Medical applications for faster and more accurate diagnoses
• Automated fraud detection (banking, insurance)
• AI applications to predict the possible evolution of climate change and/or natural disasters;
• AI applications for personalised media content (recommender systems)
• Deep fakes and cheap fakes
• Recruiting software/ AI applications used for assessing work performance
• AI applications to prevent the commission of a criminal offence (e.g. anti-money laundry AI applications)
• AI applications aimed at predicting recidivism
• AI applications providing support to the healthcare system (triage, treatment delivery)
• AI applications determining the allocation of educational services
• AI applications determining the allocation of social services
• AI applications in the field of banking and insurance
• AI applications to promote gender equality (e.g. analytical tools)
• AI applications used for analysing the performance of pupils/students in educational institutions such as schools and universities
6. Please briefly explain how such applications would benefit human rights, democracy and the rule of law.
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7. What other applications might contribute significantly to strengthening human rights, democracy and the rule of law?
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Impact on human rights, democracy and the rule of law

8. Please select the areas in which the deployment of AI systems poses the highest risk of violating human rights, democracy and the rule of law (select 3 maximum)

- Banking, finance and insurance
- Justice
- Law enforcement
- Customs and border control
- Welfare
- Education
- Healthcare
- Environment and climate
- Election monitoring
- National security and counter-terrorism
- Public administration
- Employment
- Social networks/media, internet intermediaries
- Other
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- No opinion
9. Please briefly explain how such applications might violate human rights, democracy and the rule of law.

10. Please indicate the types of AI systems that represent the greatest risk to human rights, democracy and the rule of law (select 5 maximum):
- Facial recognition supporting law enforcement
- Emotional analysis in the workplace to measure employees' level of engagement
- Smart personal assistants (connected devices)
- Scoring / scoring of individuals by public entities
- Medical applications for faster and more accurate diagnoses
- Automated fraud detection (banking, insurance)
- AI applications to predict the possible evolution of climate change and/or natural disasters;
- AI applications for personalised media content (recommender systems)
- Deep fakes and cheap fakes
- Recruiting software/ AI applications used for assessing work performance
- AI applications to prevent the commission of a criminal offence
- AI applications aimed at predicting recidivism
- AI applications providing support to the healthcare system (triage, treatment delivery)
- AI applications determining the allocation of educational services
- AI applications determining the allocation of social services
- AI applications in the field of banking and insurance
- AI applications to promote gender equality (e.g. analytical tools)
- AI applications used for analysing the performance of pupils/students in educational institutions such as schools and universities

11. Please briefly explain how such applications might violate human rights, democracy and the rule of law.
12. What other applications might represent a significant risk to human rights, democracy and the rule of law?
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13. In your opinion, should the development, deployment and use of AI systems that have been proven to violate human rights or undermine democracy or the rule of law be:

- Banned
- Not banned
- Other

Limited characters
- No opinion

14. In your opinion, should the development, deployment and use of AI systems that pose high risks\(^9\) with high probability\(^10\) to human rights, democracy and the rule of law be:

- Banned
- Subject to moratorium
- Regulated (binding law)
- Self-regulated (ethics guidelines, voluntary certification)
- None of the above
- No opinion

15. In your opinion, should the development, deployment and use of AI systems that pose low risks\(^11\) with high probability\(^12\) to human rights, democracy and the rule of law be:

- Banned.
- Subject to moratorium.
- Regulated (binding law)
- Self-regulated (ethics guidelines, voluntary certification)

\(^9\) high negative impact on human rights, democracy and rule of law

\(^10\) high probability of occurrence of these risks

\(^11\) Low negative impact on human rights, democracy and rule of law

\(^12\) high probability of occurrence of these risks
o None of the above
o No opinion

16. In your opinion, should the development, deployment and use of AI systems that pose high risks\textsuperscript{13} with low probability\textsuperscript{14} to human rights, democracy and the rule of law be:

o Banned
o Subject to moratorium
o Regulated (binding law)
o Self-regulated (ethics guidelines, voluntary certification).
o None of the above
o No opinion

17. What are the most important legal principles, rights and interests that need to be addressed and therefore justify regulating the development, deployment and use of AI systems? (select 5 maximum):

- Respect for human dignity
- Political pluralism
- Equality
- Social security
- Freedom of expression, assembly and association
- Non-discrimination
- Privacy and data protection
- Personal integrity
- Legal certainty
- Transparency
- Explainability
- Possibility to challenge a decision made by an AI system and access to an effective remedy

\textsuperscript{13} high negative impact on human rights, democracy and rule of law
\textsuperscript{14} Low probability of occurrence of these risks
18. In your opinion, in what sectors/areas is a binding legal instrument needed to protect human rights, democracy and the rule of law? (select 3 maximum)?

- Banking, finance and insurance
- Justice
- Law enforcement
- Customs and border control
- Welfare
- Education
- Healthcare
- Social networks/media, internet intermediaries
- Environment and climate
- Election monitoring
- Public administration
- Employment
- No opinion
- Other

Section 3: Potential Gaps in Existing Binding Legal Instruments Applicable to AI

In the following section, please indicate to what extent you agree or disagree with the following statements or if you have no opinion on a given issue.

19. Self-regulation by companies is more efficient than government regulation to prevent and mitigate the risk of violations of human rights, democracy and the rule of law.

1. I completely disagree
2. I rather disagree
3. Indifferent
4. I rather agree
5. I fully agree
No opinion
20. Self-regulation by companies is sufficient to prevent and mitigate the risk of violations of human rights, democracy and the rule of law

1. I completely disagree
2. I rather disagree
3. Indifferent
4. I rather agree
5. I fully agree
No opinion

21. Which of the following instruments of self-regulation do you consider to be the most efficient?
- Ethics guidelines
- Voluntary certification
- Other
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- No opinion

22. Existing international, regional and/or national binding and/or non-binding legal instruments are sufficient to regulate AI systems in order to ensure the protection of human rights, democracy and the rule of law.

1. I completely disagree
2. I rather disagree
3. Indifferent
4. I rather agree
5. I fully agree
No opinion

23. Please provide examples of existing international, regional and/or national (binding and/or non-binding) instruments that in your view are effective in guiding and regulating the design, development and use of AI systems to ensure compatibility with the standards for human rights, democracy and the rule of law:
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24. If you responded disagree/completely disagree to question 22, please indicate why existing international, regional and/or national (binding and/or non-binding) legal instruments are not sufficient to regulate AI systems (select all you agree with):

- There are too many and they are difficult to interpret and apply in the context of AI.
- They provide a basis but fail to provide an effective substantive protection of human rights, democracy and the rule of law against the risks posed by AI systems.
- They lack specific principles for the design, development and application of AI systems.
- They do not provide enough guidance to the designers, developers and deployers of AI systems.
- They do not provide for specific rights (e.g. transparency requirements, redress mechanisms) for persons affected by AI.
They create barriers to the design, development and application of AI systems.

25. Please indicate other specific legal gaps that in your view need to be addressed at the level of the Council of Europe

Section 4: Elements of a Legal Framework on AI Systems

In relation to some AI systems, we can reasonably foresee a significant risk to human rights, democracy and the rule of law. Bearing this in mind, in the following section, please indicate to what extent you agree or disagree with the following statements or if you have no opinion on a given issue.

26. Individuals should always be informed when they interact with an AI system in any circumstances.

27. Individuals should always be informed when a decision which affects them personally is made by an AI system.

28. Individuals should always be informed when an AI system is used in a decision-making process which affects them personally.

29. Individuals should have a right to a meaningful explanation of algorithmic based decisions, in particular how the algorithm reached its output.
30. Individuals should always have the right that any decision taken by an AI system in the framework of judicial proceedings are reviewed by a “human” judge.

<table>
<thead>
<tr>
<th></th>
<th>1 I completely disagree</th>
<th>2 I rather disagree</th>
<th>3 Indifferent</th>
<th>4 I rather agree</th>
<th>5 I fully agree</th>
<th>No opinion</th>
</tr>
</thead>
</table>

31. Individuals should have a right to demand the review of an algorithmic based decision by a human being.

<table>
<thead>
<tr>
<th></th>
<th>1 I completely disagree</th>
<th>2 I rather disagree</th>
<th>3 Indifferent</th>
<th>4 I rather agree</th>
<th>5 I fully agree</th>
<th>No opinion</th>
</tr>
</thead>
</table>

32. There should always be a person responsible for reviewing algorithmic based decisions in the public sector and private companies.

<table>
<thead>
<tr>
<th></th>
<th>1 I completely disagree</th>
<th>2 I rather disagree</th>
<th>3 Indifferent</th>
<th>4 I rather agree</th>
<th>5 I fully agree</th>
<th>No opinion</th>
</tr>
</thead>
</table>

33. Public institutions should not use AI systems to promote or discredit a particular way of life or opinion (e.g. “social scoring”).

<table>
<thead>
<tr>
<th></th>
<th>1 I completely disagree</th>
<th>2 I rather disagree</th>
<th>3 Indifferent</th>
<th>4 I rather agree</th>
<th>5 I fully agree</th>
<th>No opinion</th>
</tr>
</thead>
</table>

34. States should be obliged to design, develop and apply sustainable AI systems that respect applicable environmental protection standards.

<table>
<thead>
<tr>
<th></th>
<th>1 I completely disagree</th>
<th>2 I rather disagree</th>
<th>3 Indifferent</th>
<th>4 I rather agree</th>
<th>5 I fully agree</th>
<th>No opinion</th>
</tr>
</thead>
</table>
35. The code behind AI systems used in the public and private sectors should always be accessible to the competent public authorities for the purposes of external audit.

| 1 | I completely disagree |
| 2 | I rather disagree |
| 3 | Indifferent |
| 4 | I rather agree |
| 5 | I fully agree |
| No opinion |

36. There should be higher transparency standards for public entities using AI than for private entities.

| 1 | I completely disagree |
| 2 | I rather disagree |
| 3 | Indifferent |
| 4 | I rather agree |
| 5 | I fully agree |
| No opinion |

37. There should be higher standards for access to an effective remedy for individuals in relation to decisions informed and made by an AI system in the field of justice than in the field of consumer protection.

| 1 | I completely disagree |
| 2 | I rather disagree |
| 3 | Indifferent |
| 4 | I rather agree |
| 5 | I fully agree |
| No opinion |

38. Member States should establish public oversight mechanisms for AI systems that may breach legally binding norms in the sphere of human rights, democracy and the rule of law.

| 1 | I completely disagree |
| 2 | I rather disagree |
| 3 | Indifferent |
| 4 | I rather agree |
| 5 | I fully agree |
| No opinion |

39. Errors and flaws discovered in AI systems which have led or could lead to the violation of human rights, democracy and the rule of law must be reported to the competent authorities.

| 1 | I completely disagree |
| 2 | I rather disagree |
| 3 | Indifferent |
| 4 | I rather agree |
| 5 | I fully agree |
| No opinion |

40. The use of facial recognition in public spaces should be prohibited.

| 1 | I completely disagree |
| 2 | I rather disagree |
| 3 | Indifferent |
| 4 | I rather agree |
| 5 | I fully agree |
| No opinion |
41. The information obtained through the use of facial recognition systems should always be reviewed by a human being before being used for purposes that have an impact on individual freedom, such as in relation to a person boarding an airplane, upon police arrest or in the framework of judicial proceedings.

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>No opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td>I completely disagree</td>
<td>I rather disagree</td>
<td>Indifferent</td>
<td>I rather agree</td>
<td>I fully agree</td>
<td></td>
</tr>
</tbody>
</table>

42. The use of AI systems in democratic processes (e.g. elections) should be strictly regulated.

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>No opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td>I completely disagree</td>
<td>I rather disagree</td>
<td>Indifferent</td>
<td>I rather agree</td>
<td>I fully agree</td>
<td></td>
</tr>
</tbody>
</table>

43. Should a future legal framework at Council of Europe level include a specific liability regime in relation to AI applications?

- Yes
- No
- No opinion

44. If yes, what aspects should be covered?
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Section 5: Policies and Measures for Development

45. In your opinion, how useful would the following compliance mechanisms be in preventing and mitigating the risks to human rights, democracy and the rule of law arising from the design, development and application of AI?

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>No opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not useful</td>
<td>Rather not useful</td>
<td>Indifferent</td>
<td>Rather useful</td>
<td>Highly useful</td>
<td></td>
</tr>
</tbody>
</table>

- Human rights, democracy and rule of law impact assessments
- Certification and quality labelling
46. Please indicate what combination of mechanisms should be preferred to efficiently protect human rights, democracy and the rule of law (select 3 maximum).

- Human rights, democracy and rule of law impact assessments
- Certification and quality labelling
- Audits and intersectional audits
- Regulatory sandboxes
- Continuous automated monitoring
- Other

47. Please select which mechanism(s) should be part of either a binding instrument or a non-binding instrument to best protect human rights, democracy and the rule of law.

<table>
<thead>
<tr>
<th>Mechanism</th>
<th>Binding instrument</th>
<th>Non-binding instrument</th>
<th>No opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human rights, democracy and rule of law impact assessments</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Certification and quality labelling</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Audits and intersectional audits</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regulatory sandboxes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Continuous automated monitoring</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[limited characters]</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

48. In your opinion, how useful would the following follow-up activities be if implemented by the Council of Europe?

\[^{15}\]
<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>No opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monitoring of AI legislation and policies in member States</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Capacity building on Council of Europe instruments, including assistance to facilitate ratification and implementation of relevant Council of Europe instruments</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AI Observatory for sharing good practices and exchanging information on legal, policy and technological developments related to AI systems</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Establishing a centre of expertise on AI and human rights</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

49. What other mechanisms, if any, should be considered?
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50. Are there any other issues with respect to the design, development and application of AI systems in the context of human rights, democracy and the rule of law that you wish to bring to the attention of the CAHAI?
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