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Study session 
 
“Debugging Artificial Intelligence: Algorithmic Justice in minority Youth participation” 
 

 
Study session organised within the Youth for Democracy programme 

 in cooperation with the Femyso - https://femyso.org/ 
 
 

European Youth Centre Budapest, room A 
27 February – 3 March 2023 

 
 Draft Programme 

 
 
Sunday, 26 February  
 
 Arrival of participants 
19:00 Dinner 
20:00 Welcome evening and bonding 
 
 
Monday, 27 February   
 
09:00 Opening with introduction to study session  

Aims & objectives of the study session 
Expectations & programme 
Introduction to Femyso  
Welcome to the EYCB by Balint Molnar, Executive Director 

10:30 Break 
11:00 Icebreakers & team building activity – to get to know each other 
12:30 Lunch  
14:00 From AI to Z 

Introduction to the concepts of AI 
15:30  Break 
16:00 Where’s AI?  

https://www.coe.int/en/web/youth/priorities
https://femyso.org/
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Initial mapping to get familiar with how AI relates to participant’s own 
sphere/environment/work in working groups 

17:30 Health break 
17:45 Reflection group 
18:45  Dinner 
20:00 Intercultural & MOs evening – Getting to know each other 
 
Tuesday, 28 February  
 
09:00 History & Future of AI  

Elaborating on both the history as well as the future of AI by elaborating on 
key events - Plenary 

10:30 Break 
11:00 AI threat to Human Rights  

Gaining a deeper understanding in how AI implementation and development 
can be a threat to (fundamental) human rights.-  Working Groups 

12:30 Lunch  
14:00 Ethical dilemmas case studies 

Ethical Dilemmas Game based on Human Rights: where should we/shouldn’t 
we implement AI and why? – Working groups 

15:30  Break 
16:00 Advocacy 101  
 Approaching skills required to effectively run advocacy and negotiating work 

via buzz groups. – Plenary & working groups 
17:30 Health break 
17:45 Reflection group 
18:45  Dinner 
20:00 Movie Watch & Discussion 
 Watching an AI topic movie and discussing it 
 
Wednesday, 1 March 
 
09:00 Human Rights & AI with Oyidiya Oyi, European Network Against Racism 

(ENAR) 
10:30 Break 
11:00 Toolkit & projects session #1   

Toolkit outline, workshop programme and CAI policy recommendation outline 
12:30 Lunch  
14:00 Who are the pl(ai)ers? – Working groups 
 Examining important stakeholders and power dynamics within the field of AI 
15:30  Break 
16:00 Free Time 
18:45  Dinner 
 
 
Thursday, 2 March  
 
09:00 AI exacerbating inequalities  
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Examining the role of AI technologies in exacerbating existing inequalities and 
growing cleavages within our societies. – Working groups 

10:30 Break 
11:00 Campaigning 101 with Ibrahim Kraria, No Hate Speech Movement (NHSM) 
 Introducing key skills and tool required to effectively run a campaign  
12:30 Lunch  
14:00 CAI Policy recommendations  

Introduction to the CAI and policy recommendations with Dimitrije 
Jovicevic, member of the Advisory Council on Youth, CI - Connect 
International 

15:30  Break 
16:00 Toolkit & projects 
 Working groups on the projects 
17:30 Health break 
17:45 Reflection group 
18:45  Dinner 
20:00 Free  
 
 
Friday, 3 March  
 
09:00 EYF & CoE funding opportunities & Toolkit 
 Presentation by the EYF & COE followed by working groups on the projects 
10:30 Break 
11:00 Toolkit & projects 
 Working groups on the projects 
12:30 Lunch  
14:00 Stakeholder Simulation  

Stakeholder simulation with different stakeholders wherein groups are 
identified as certain key players within this field. 

15:30  Break 
16:00 Presenting Projects & next steps 
 Presenting the final results of the projects 
17:30 Health break 
17:45 Interactive feedback session  

Certificates & closing  
20:00 Farewell Dinner 
 
Saturday 4 March  
 
 Departure of participants 
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Aim and objectives of the study session “FEMYSO's Debugging Artificial 
Intelligence Study Session” 
 
Aim:  
This study session aims to strengthen the capacity of youth activists in understanding 
the impact of AI on young people’s lives, particularly those from vulnerable or 
minority backgrounds. By recognizing the unwanted consequences of AI (e.g., 
racism, discrimination and exclusion), this study session should empower participants 
in becoming multipliers in their own communities and equipping them with 
competences in their demand for participating in nowadays AI-steered society. 
 
Objectives:  

• To introduce the transformative power of AI technology - particularly 
the beneficial side through a  mindful  usage  by  considering  human  
rights  and  by  showing  opportunities  of enhancing transparency in 
democratic youth participation;  

• To explore AI’s impact  on  participation  and decision-making 
opportunities  of  young citizens with particular experiences in racism, 
sexism and Islamophobia; 

• To   equip young   community   leaders   from   discriminated   and   
disadvantaged backgrounds   with   tools to launch  
activities/campaigns  to  combat  AI’s  unwanted consequences. More 
specifically, assessing and utilising available resources of the Council of 
Europe in accessing human rights and maintaining trust in democratic 
participation in an era of Internet governance; 

• To combat  the present  AI/digital  illiteracy  within disadvantaged 
communities through non-formal education by empowering participants 
too become morally responsible and active digital citizens. 


