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Who are we? 

• Our mission is to ensure that data and AI work for 
people and society

• Research, public deliberation, working with industry, 
policy and civil society
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"Ministers are not addressing 
proportionality and governance and 
legislation has fallen behind 
technology development and 
deployment."
UK Biometrics Commissioner





• Survey of 4109 people’s attitudes 
to facial recognition tech

• First major survey of this kind on 
this tech

• Looked at 6  used cases: police, 
transport, supermarkets, airports, 
job interviews, schools



• "Facial recognition" as an umbrella term

#BeyondFaceValue @adalovelaceinst

• Use of case studies based on actual 
deployments

• No elaboration of what safeguards exist



1. Awareness of facial recognition 
technology is high, but knowledge about it 

is low. 
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Link to full report



2. Consent is an important safeguard for 
many people. 
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3. People fear the normalisation of 
surveillance, but mostly support facial 

recognition technology when there is public 
benefit and safeguards are in place. 
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4. There is no unconditional support for 
police to deploy facial recognition 

technology. 
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5. The public does not trust the private 
sector to use facial recognition technology 

ethically. 

#BeyondFaceValue @adalovelaceinst



#BeyondFaceValue @adalovelaceinst



6. Companies and the government have a 
responsibility to act now. 
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A voluntary moratorium
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* *

There is support for a pause on sale of facial recognition technology for now, 
so that the public can be consulted about its use



What is the Ada Lovelace Institute doing?

Independent 
legal review

Citizens’ Biometrics 
Council

Advocating voluntary 
pause on further 

deployments



The Independent Review

• Led by Matthew Ryder QC

• Will take public evidence 
and consult key 
stakeholders

• Focus is the legal and 
regulatory gaps

• Make recommendations 
for regulatory reform



The Citizens’ Biometrics Council

Citizens’ Biometrics Council Board Update

60 members of 
the public

2 groups: Bristol 
& Manchester

Meeting across 3 
rounds of 

workshops
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Draft CoE Guidelines on Facial Recognition

• Focus on accuracy/bias obscures more fundamental societal impacts

• Importance of distinguishing between
• Function (face detection, face matching, face classification, face 

recognition)
• Use (passive/remote use [recognition of anonymous people] vs 

active [FaceID])
• Context (schools, public transport, workplaces, policing, borders)

• Need to look beyond facial recognition to other forms of biometric 
recognition technologies
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