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BELGIUM / BELGIQUE 

I. Introduction 

These guidelines take into account the differences existing among the Parties, with regard 
to data protection regulation and have been drafted on the basis of the Convention 108, in 
the light of its ongoing process of modernisation. They are primarily addressed to rule-
makers, data controllers and data processors, as defined in section III. 

The Preamble of the Draft modernised Convention focuses on the protection of “personal 
autonomy based on a person’s right to control his or her personal data and the processing 
of such data”. The nature of this right to control should be carefully addressed with regard 
to the use of Big Data. 

Control requires awareness of the use of data and real freedom of choice. These 
conditions, which are essential to the protection of fundamental rights, can be met through 
different legal solutions. These solutions should be tailored according to the given social 
and technological context, taking into account a lack of knowledge on the part of 
individuals.  

The complexity and obscurity of Big Data applications should therefore prompt rule-
makers to consider the notion of control as not circumscribed to mere individual control 
(e.g. notice and consent). They shall adopt a broader idea of control over the use of data, 
according to which individual control evolves in a more complex process of multiple-
impact assessment of the risks related to the use of data. 

 

II. Scope 

The present Guidelines recommend measures which Parties, Data Controllers and Data 
Processors shall take to prevent the potential negative impact of the use of Big Data on 
human dignity, human rights and fundamental individual and collective freedoms, mainly 
with regard to data protection.  

Given the nature of Big Data, the application of some of the traditional principles of data 
processing (e.g. minimization principle, purpose specification, meaningful consent, etc.) 
may be challenging in this technological scenario. These guidelines therefore suggest a 
tailored application of the principles of the Convention 108, to make them more effective 
in practice in the Big Data context. 

The purpose of these guidelines is to define principles and practices to limit the risk 
related to the use of Big Data. These risks mainly concern the potential bias of data 
analysis, the underestimation of the social and ethical implications of the use of Big Data 
for decision-making processes, and the marginalization of a real and conscious 
involvement by individuals in these processes. 

Since these guidelines concern Big Data in general and not sector-specific applications, 
they provide general and high-level guidance, which may be complemented by further 
guidelines on the protection of individuals within specific fields of application of Big Data 
(e.g. healthcare, financial sector). 

Nothing in the present Guidelines shall be interpreted as precluding or limiting the 
provisions of the Convention 108 and the safeguards for the data subject recognised by 
the Convention. 

Comment [VV1]: Nous mettrions 
davantage en évidence l'émergence du 
phénomène du Big Data et la nécessité de 
proposer une manière adéquate 
d'appliquer les principes de protection des 
données plutôt que les divergences entre 
les législations nationales.  

Comment [VV2]: Remarque générale: 
ce projet de lignes directrices cite des 
articles tant de la Convention 108 
modernisée en projet que de la Convention 
108. Le projet de recommandation "santé" 
ne fait quant à lui aucune référence à un 
article cité en particulier ( de la Convention 
108) et ne renvoie en aucune façon au 
projet de Convention 108 modernisée. Ne 
faudrait-il pas adopter une ligne identique 
dans les projets de nouveaux textes et 
évaluier l'opportunité de la référence à la 
Convention 108 modernisée ( pas encore 
adoptée)  

Comment [VV3]: Le texte utilise parfois 
"shall", parfois "should": à harmoniser ?  

Comment [VV4]: Il s'agit de deux 
secteurs qui relève plutôt du domaine 
public (même si financial couvre les 2). Ne 
faudrait-il pas aussi viser des applications 
"Big Data" par le secteur privé ?  
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III. Terminology used for the purpose of these guidelines:   

a) Big Data: there are many definitions of Big Data, which differ depending on the 

specific discipline. Most of them focus on the growing technological ability to 

collect, process and extract predictive knowledge from great volume, velocity, and 

variety of data. Nevertheless, in terms of data protection, the main issues do not 

only concern the volume, velocity, and variety of processed data, but also the 

analysis of the data using software to extract predictive knowledge for decision-

making purposes. For the purposes of these guidelines, therefore, the definition of 

Big Data encompasses both Big Data and Big Data analytics. 

b) Draft modernised Convention: the Draft modernised Convention for the Protection 

of Individuals with Regard to the Processing of Personal Data (consolidated text 

revised in January 2016). 

c) Parties: the parties who have ratified, accepted or approved the Convention for the 

Protection of Individuals with regard to Automatic Processing of Personal Data 

(Strasbourg, 28.1.1981). 

d) Personal Data: any information relating to an identified or identifiable data subject. 

Personal data are also any information  used to take decisions affecting an 

individual belonging to a group based on group profiling information. 

e) Risk-assessment Process: the process of risk-assessment as described below in 

section IV.2. 

f) Sensitive Data: data belonging to the categories of Article 6 of the Convention 108. 

Data that do not directly reveal sensitive information, but may provide such 

information when further processed or combined with other data, are considered 

sensitive data. 

g) Supervisory Authority: an independent authority which is established by a Party 

pursuant to Article 13 (2) of the Convention 108. 

 

IV. Principles and guidelines 

1. Ethical and socially aware use of data 

1.1 According to the principle of the fair balance between all interests concerned in the 
processing of personal information, where information is used for predictive purposes in 
decision-making processes, Data Controllers and Data Processors shall adequately take 
into account the broader ethical and social implications of Big Data to ensure the full 
respect for data protection obligations set forth by Convention 108 and to safeguard 
fundamental rights. 

1.2 Data use cannot be in conflict with the ethical values commonly accepted in the 
relevant community or communities or prejudice societal interests, including the protection 
of human rights. While defining prescriptive ethical guidance may be problematic, due to 
the influence of contextual factors, the common guiding ethical values can be found in 

Comment [VV5]: Ces implications 
devraient être explicitées dans l'exposé des 
motifs 
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international charters of human rights and fundamental freedoms, such as the Convention 
for the Protection of Human Rights and Fundamental Freedoms. 

1.3 If the Risk-assessment Process highlights a high impact of the use of Big Data on 
ethical values, data controllers may establish an ad hoc ethical committee to identify the 
specific ethical values that shall be safeguarded in the use of data. 

 

2. Preventive policies and risk-assessment  

2.1 Given the increasing complexity of data processing and the transformative use of Big 
Data, the Parties shall adopt a precautionary approach in regulating data protection in this 
field. 

2.2 Data controllers shall adopt preventive policies concerning the risks of the use of data 
and its impact on individuals and society. 

2.3 Pursuant to Article 5.1 and Article 8bis (2) of the Draft modernised Convention, a risk-
assessment of the potential impact of data processing on fundamental rights and 
freedoms is necessary to balance the different interests affected by the use of Big Data.  

2.4 Since the use of Big Data may affect not only individual privacy and data protection, 
but also the collective dimension of these rights, preventive policies and risk-assessment 
shall consider the social and ethical impact of the use of Big Data, including with regard to 
the right to equal treatment and to not be discriminated.  

2.5 Data controllers shall conduct a Risk-assessment Process in order to: 

1) Identify the risks  

2) Evaluate the risks of each specific Big Data application and its potential negative 

outcome on individuals’ rights and freedoms, in particular the right to the protection 

of personal data and the right to non-discrimination,  taking into account the social 

and ethical impacts 

3) Provide adequate solutions by-design to mitigate these risks 

4) Monitor the adoption and the efficacy of the solutions provided 

2.6 The Risk-assessment Process shall be carried out by persons with adequate 
professional qualifications and knowledge to evaluate the different impacts, including the 
social and ethical dimensions. 

2.7 With regard to the use of Big Data which may affect fundamental rights, the Parties 
shall encourage the involvement of the different stakeholders in the Risk-assessment 
Process and in the design of data processing. 

2.8 Data controllers shall regularly review the results of the Risk-assessment Process. 

2.9 Data controllers shall document the assessment and the solutions referred to in 
paragraph 2.5. 

2.10 Supervisory Authorities should provide recommendations to data controllers on the 
state-of-the-art of data processing security methods and guidelines on the Risk-
assessment Process. 

2.11 The Parties may introduce some limitations to the liability of Data Controllers for 
damage caused by the risks referred to in paragraph 2.5, when Data Controllers have 

Comment [VV6]: A partir du moment 
où le document part de l'idée que c'est 
l'impact du Big Data qu'il faut examiner 
/évaluer, cet impact n'est pas 
nécessairement négatif. La relation "risque 
/ impact" pourrait-elle être explicitée dans 
l'exposé des motifs ?  
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processed Personal Data according to the provisions of this article. 

 

3. Purpose specification and transparency 

3.1 Given the transformative nature of the use of Big Data, the purposes of data 
processing to be considered explicit and specified, pursuant to Article 5 (b) of the 
Convention 108 and Article 5.4 (b) of the Draft modernised Convention, should also 
identify the potential impact on individuals of the different uses of data.  

3.2 Pursuant to Article 7bis. (1) of the Draft modernised Convention, the results of the 
Risk-assessment Process shall be made publicly available, without prejudice to secrecy 
safeguarded by law. In the presence of such secrecy, Data Controllers shall provide any 
sensitive information in a separate annex to the risk-assessment report. This annex 
should not be public, but may be accessed by Supervisory Authorities. 

3.3 Where the data gathered are further processed for historical, statistical and scientific 
purposes, they shall be stored in a form that permits identification of the data subjects for 
no longer than is necessary. In some of these cases, appropriate safeguards may include 
restriction to access and/or public availability of data where, according to the law, there is 
no public or individual legitimate interest to access such information. 

 

4. By-design approach 

4.1 On the basis of the Risk-assessment Process, Data Controllers and Data Processors 
shall adopt adequate by-design solutions at the different stages of the processing of Big 
Data. 

4.2 Data Controllers and Data Processors shall carefully consider the design of their data 
analysis, in order to avoid potential hidden data biases, in both the collection and analysis 
stages, and minimize the presence of redundant or marginal data. 

4.3 When it is technically feasible, Data Controllers and Data Processors shall test the 
adequacy of the by-design solutions adopted on a limited amount of data by means of 
simulations, before their use on a larger scale. This would make it possible to assess the 
potential bias of the use of different parameters in analysing data and provide evidence to 
minimise the use of information and mitigate the potential negative outcomes identified in 
the Risk-assessment Process.  

4.4 Regarding the use of sensitive data, by-design solutions shall be adopted to avoid 
non-sensitive data being used to infer sensitive information and, if so used, to extend the 
same safeguards to these data as adopted for sensitive data. 

 

5. Consent 

5.1 Given the complexity of the use of Big Data, meaningful consent shall be based on 
the information provided to data subject pursuant to Article 7bis of the Draft modernised 
Convention. This information shall be comprehensive of the outcome of the Risk-
assessment Process and might also be provided by means of an interface which 
simulates the effects of the use of data and its potential impact on the data subject, in a 
learn-from-experience approach. 

Comment [VV7]: Cette disposition 
n'est pas acceptable. Elle est formulée telle 
un article de Convention alors qu'il s'agit ici 
de lignes directrices / de 
recommandations. Il ne peut y avoir de 
limitation de responsabilité ipso facto mais 
bien une prise en compte de l'attitude du 
responsable de traitement ( respect de 
l'article 2.5.) dans le cadre de l'appréciation 
de la responsabilité. 

Comment [VV8]: Le principe de 
légitimité doit être ajouté ici. Il ne figure 
pas dans les lignes directrices. Le principe 
de finalité ne se confond pas avec celui-ci. 
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5.2 When data have been collected on the basis of data subject’s consent, they cannot be 
processed in a manner incompatible with the initial purposes. Data Controllers and Data 
Processors shall provide easy and user-friendly technical ways for data subjects to 
withdraw their consent and to oppose data processing incompatible with the initial 
purposes. 

5.3 Pursuant to Article 5 (b) of the Convention 108, data processing is considered as 
incompatible when the use of data exposes data subjects to risks greater, or other than, 
those contemplated by the initial purposes. 

5.4 Consent is not freely given if there is an imbalance of power between the data subject 
and the Data Controllers or Data Processors. The Data Controller shall provide proof that 
this imbalance does not exist or does not affect the consent given by the data subject. 

 

6. Anonymization 

6.1 In the Big Data context, the anonymous nature of the data processed does not 
exclude, in general, the application of the principles concerning data protection, due to the 
risk of re-identification. 

6.2 Anonymization may combine technical measures with legal or contractual obligations 
not to attempt to re-identify the data.  

6.3 On the basis of the risk of re-identification, the Data Controller shall demonstrate and 
document the adequacy of the measures adopted to anonymize data. This assessment of 
the risk of re-identification shall take into account both the nature of the data and the costs 
of implementation of the available anonymizing technologies. 

 

7. Role of the human factor in Big Data-supported decisions 

7.1 The use of Big Data shall preserve the autonomy of the human factor in the decision-
making process. 

7.2 Decisions based on the results provided by Big Data analytics shall take into account 
all the circumstances concerning the data and shall not be based on merely 
decontextualized information or data processing results. 

7.3 Where decisions based on Big Data might affect individual rights, a human decision-
maker shall provide the data subject with detailed motivation. 

7.4 On the basis of reasonable arguments, the human decision-maker should be allowed 
the freedom to disagree with the recommendations provided using Big Data.  

7.5 Where direct or indirect discrimination based on Big Data recommendations is 
suspected, Data Controllers and Data Processors shall demonstrate the absence of this 
discrimination. 

7.6 The subjects that are affected by a decision based on Big Data have the right to 
challenge this decision before a competent authority. 

 

8. Open data  

8.1 Given the availability of Big Data analytics, public and private entities shall carefully 

Comment [VV9]: Le principe d'absence 
d'incompatibilité du traitement ultérieur 
ne vaut pas uniquement lorsque la base de 
légitimité du traitement primaire est le 
consentement.  

Comment [VV10]: il ne suffit pas de 
prévoir un droit d'opposition aux 
traitements ultérieurs "incompatibles". Ces 
traitements ne sont pas admis. le GDPR de 
l'UE modifie cette approche de l'analyse du 
rôle du consentement dans le cadre des 
traitements ultérieurs mais la Convention 
108 en l'état permet-elle une telle 
approche ? 

Comment [VV11]: L'exigence 
d'absence d'incompatibilité ne dépend pas 
du risque plus élevé du traitement 
ultérieur par rapport au traitement initial. 

Comment [VV12]: Comme suggéré par 
l'EDPS, il serait préférable de parler ici de 
l'utilisation de techniques d'anonymisation 
plutôt que de données anonymes.  

Comment [VV13]: Ceci ne suffit pas 
pour parler d'anonymisation.  

Comment [VV14]: Ne s'agit-il dès lors 
pas plutôt de données codées- 
pseudonymisées plutôt que de données 
anonymes ?  

Comment [VV15]: Cet aspect devrait 
être renforcé compte tenu de l'interdiction 
de principe des décisions individuelles 
automatisées. 
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consider their open data policies concerning personal data. When Data Controllers adopt 
open data policies, the Risk-assessment Process shall take into account the effects of 
merging and mining different data belonging to different open data sets.  

 

9. Derogations for historical, statistical and scientific purposes  

9.1 Where the Parties provide specific derogations to the provisions of Articles 7-bis and 8 
of the Draft modernised Convention with respect to data processing for historical, 
statistical and scientific purposes, they should exclude any risk of infringement of the 
rights and fundamental freedoms of data subjects. 

9.2 Derogations shall be limited to the extent strictly necessary and not be applied unless 
expressly provided for by the law. 

9.3 Derogations cannot prejudice fundamental rights, the principle of non-discrimination, 
and the right of data subjects to challenge before a competent authority decisions taken 
on the basis of automated data processing. 

 

10. Education  

10.1 To help citizens understand the implications of the use of information and personal 
data in the Big Data context, the Parties shall recognize digital literacy as an essential 
educational skill, and incorporate it in the standard curriculum. 
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GERMANY / ALLEMAGNE 

 

I. Introduction 

These guidelines take into account the differences existing among the Parties, with regard 
to data protection regulation and have been drafted on the basis of the Convention 108, in 
the light of its ongoing process of modernisation. They are primarily addressed to rule-
makers, data controllers and data processors, as defined in section III. 

The Preamble of the Draft modernised Convention focuses on the protection of “personal 
autonomy based on a person’s right to control his or her personal data and the processing 
of such data”. The nature of this right to control should be carefully addressed with regard 
to the use of Big Data. 

Control requires awareness of the use of data and real freedom of choice. These 
conditions, which are essential to the protection of fundamental rights, can be met through 
different legal solutions. These solutions should be tailored according to the given social 
and technological context, taking into account a lack of knowledge on the part of 
individuals.  

The complexity and obscurity of Big Data applications should therefore prompt rule-
makers to consider the notion of control as not circumscribed to mere individual control 
(e.g. notice and consent). They shall adopt a broader idea of control over the use of data, 
according to which individual control evolves in a more complex process of multiple-
impact assessment of the risks related to the use of data. 

 

II. Scope 

The present Guidelines recommend measures which Parties, Data Controllers and Data 
Processors shall take to prevent the potential negative impact of the use of Big Data on 
human dignity, human rights and fundamental individual and collective freedoms, mainly 
with regard to data protection.  

Given the nature of Big Data, the application of some of the traditional principles of data 
processing (e.g. minimization principle, purpose specification, meaningful consent, etc.) 
may be challenging in this technological scenario. These guidelines therefore suggest a 
tailored application of the principles of the Convention 108, to make them more effective 
in practice in the Big Data context. 

The purpose of these guidelines is to define principles and practices to limit the risk 
related to the use of Big Data. These risks mainly concern the potential bias of data 
analysis, the underestimation of the social and ethical implications of the use of Big Data 
for decision-making processes, and the marginalization of a real and conscious 
involvement by individuals in these processes. 

Since these guidelines concern Big Data in general and not sector-specific applications, 
they provide general and high-level guidance, which may be complemented by further 
guidelines on the protection of individuals within specific fields of application of Big Data 
(e.g. healthcare, financial sector). 

Nothing in the present Guidelines shall be interpreted as precluding or limiting the 
provisions of the Convention 108 and the safeguards for the data subject recognised by 
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the Convention. 

 

III. Terminology used for the purpose of these guidelines:   

a)  Big Data: there are many definitions of Big Data, which differ depending on the 

specific discipline. Most of them focus on the growing technological ability to 

collect, process and extract predictive knowledge from great volume, velocity, and 

variety of data. Nevertheless, in terms of data protection, the main issues do not 

only concern the volume, velocity, and variety of processed data, but also the 

analysis of the data using software to extract predictive knowledge for decision-

making purposes. For the purposes of these guidelines, therefore, the definition of 

Big Data encompasses both Big Data and Big Data analytics. 

b) Draft modernised Convention: the Draft modernised Convention for the Protection 

of Individuals with Regard to the Processing of Personal Data (consolidated text 

revised in January 2016). 

c) Parties: the parties who have ratified, accepted or approved the Convention for the 

Protection of Individuals with regard to Automatic Processing of Personal Data 

(Strasbourg, 28.1.1981). 

d) Personal Data: any information relating to an identified or identifiable data subject. 

Personal data are also any information  used to take decisions affecting an 

individual belonging to a group based on group profiling information. 

e) Risk-assessment Process: the process of risk-assessment as described below in 

section IV.2. 

f) Sensitive Data: data belonging to the categories of Article 6 of the Convention 

108. Data that do not directly reveal sensitive information, but may provide such 

information when further processed or combined with other data, are considered 

sensitive data. 

g) Supervisory Authority: an independent authority which is established by a Party 

pursuant to Article 13 (2) of the Convention 108. 

 

IV. Principles and guidelines 

1. Ethical and socially aware use of data 

1.1 According to the principle of the fair balance between all interests concerned in the 
processing of personal information, where information is used for predictive purposes in 
decision-making processes, Data Controllers and Data Processors shall adequately take 
into account the broader ethical and social implications of Big Data to ensure the full 
respect for data protection obligations set forth by Convention 108 and to safeguard 
fundamental rights. 

1.2 Data use cannot be in conflict with the ethical values commonly accepted in the 
relevant community or communities or prejudice societal interests, including the protection 
of human rights. While defining prescriptive ethical guidance may be problematic, due to 

Comment [BMG16]: The second 
sentence goes beyond Art. 9 (1) of the 
General Data Protection Regulation and 
does not make it possible to clearly 
differentiate between “normal” and 
special personal data, because - especially 
in the field of Big Data - it is possible to 
deduce sensitive information if every-day 
data is combined with other data. 
Together with other data, the purchase of 
a video game, for example, could provide 
information on the health of the data 
subject. According to this definition, this 
would therefore have to be considered a 
special piece of personal information.  
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the influence of contextual factors, the common guiding ethical values can be found in 
international charters of human rights and fundamental freedoms, such as the Convention 
for the Protection of Human Rights and Fundamental Freedoms. 

1.3 If the Risk-assessment Process highlights a high impact of the use of Big Data on 
ethical values, data controllers may establish an ad hoc ethical committee to identify the 
specific ethical values that shall be safeguarded in the use of data. 

 

2. Preventive policies and risk-assessment  

2.1 Given the increasing complexity of data processing and the transformative use of Big 
Data, the Parties shall adopt a precautionary approach in regulating data protection in this 
field. 

2.2 Data controllers shall adopt preventive policies concerning the risks of the use of data 
and its impact on individuals and society. 

2.3 Pursuant to Article 5.1 and Article 8bis (2) of the Draft modernised Convention, a risk-
assessment of the potential impact of data processing on fundamental rights and 
freedoms is necessary to balance the different interests affected by the use of Big Data.  

2.4 Since the use of Big Data may affect not only individual privacy and data protection, 
but also the collective dimension of these rights, preventive policies and risk-assessment 
shall consider the social and ethical impact of the use of Big Data, including with regard to 
the right to equal treatment and to not be discriminated.  

2.5 Data controllers shall conduct a Risk-assessment Process in order to: 

5) Identify the risks  

6) Evaluate the risks of each specific Big Data application and its potential negative 

outcome on individuals’ rights and freedoms, in particular the right to the protection 

of personal data and the right to non-discrimination,  taking into account the social 

and ethical impacts 

7) Provide adequate solutions by-design to mitigate these risks 

8) Monitor the adoption and the efficacy of the solutions provided 

2.6 The Risk-assessment Process shall be carried out by persons with adequate 
professional qualifications and knowledge to evaluate the different impacts, including the 
social and ethical dimensions. 

2.7 With regard to the use of Big Data which may affect fundamental rights, the Parties 
shall encourage the involvement of the different stakeholders in the Risk-assessment 
Process and in the design of data processing. 

2.8 Data controllers shall regularly review the results of the Risk-assessment Process. 

2.9 Data controllers shall document the assessment and the solutions referred to in 
paragraph 2.5. 

2.10 Supervisory Authorities should provide recommendations to data controllers on the 
state-of-the-art of data processing security methods and guidelines on the Risk-
assessment Process. 

2.11 The Parties may introduce some limitations to the liability of Data Controllers for 

Comment [BMG17]: All in all, IV 1.3 is 
very vague. Even though the guidelines 
are rather general, it would be desirable 
(in terms of applicability) to have more 
specific information on “data controllers”, 
“ad hoc ethical committees” and their 
goals in this context. 

Comment [WU18]: It is necessary to 
state that, to protect national security, it 
is not necessary to carry out a risk-
assessment when processing Big Data 
pursuant to Art. 5 (4) and Art. 8 of the 
Convention: Art. 9 (1) (a) provides for an 
exception to Articles 5 (4), 7bis (1) and 8 
to protect national security. A paragraph 
specifying exception possibilities should 
be included where suitable. 
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damage caused by the risks referred to in paragraph 2.5, when Data Controllers have 
processed Personal Data according to the provisions of this article. 

 

3. Purpose specification and transparency 

3.1 Given the transformative nature of the use of Big Data, the purposes of data 
processing to be considered explicit and specified, pursuant to Article 5 (b) of the 
Convention 108 and Article 5.4 (b) of the Draft modernised Convention, should also 
identify the potential impact on individuals of the different uses of data.  

3.2 Pursuant to Article 7bis. (1) of the Draft modernised Convention, the results of the 
Risk-assessment Process shall be made publicly available, without prejudice to secrecy 
safeguarded by law. In the presence of such secrecy, Data Controllers shall provide any 
sensitive information in a separate annex to the risk-assessment report. This annex 
should not be public, but may be accessed by Supervisory Authorities. 

3.3 Where the data gathered are further processed for historical, statistical and scientific 
purposes and archiving purposes in the public interest, they shall be stored in a form that 
permits identification of the data subjects for no longer than is necessary. In some of 
these cases, appropriate safeguards may include restriction to access and/or public 
availability of data where, according to the law, there is no public or individual legitimate 
interest to access such information. 

 

4. By-design approach 

4.1 On the basis of the Risk-assessment Process, Data Controllers and Data Processors 
shall adopt adequate by-design solutions at the different stages of the processing of Big 
Data. 

4.2 Data Controllers and Data Processors shall carefully consider the design of their data 
analysis, in order to avoid potential hidden data biases, in both the collection and analysis 
stages, and minimize the presence of redundant or marginal data. 

4.3 When it is technically feasible, Data Controllers and Data Processors shall test the 
adequacy of the by-design solutions adopted on a limited amount of data by means of 
simulations, before their use on a larger scale. This would make it possible to assess the 
potential bias of the use of different parameters in analysing data and provide evidence to 
minimise the use of information and mitigate the potential negative outcomes identified in 
the Risk-assessment Process.  

4.4 Regarding the use of sensitive data, by-design solutions shall be adopted to avoid 
non-sensitive data being used to infer sensitive information and, if so used, to extend the 
same safeguards to these data as adopted for sensitive data. 

 

5. Consent 

5.1 Given the complexity of the use of Big Data, meaningful consent shall be based on 
the information provided to data subject pursuant to Article 7bis of the Draft modernised 
Convention. This information shall be comprehensive of the outcome of the Risk-
assessment Process and might also be provided by means of an interface which 
simulates the effects of the use of data and its potential impact on the data subject, in a 

Comment [WU19]: It is necessary to 
state that, to protect national security, it 
is not necessary to carry out a risk-
assessment when processing Big Data 
pursuant to Art. 5 (4) and Art. 8 of the 
Convention: Art. 9 (1) (a) provides for an 
exception to Articles 5 (4), 7bis (1) and 8 
to protect national security. A paragraph 
specifying exception possibilities should 
be included where suitable. 

Comment [WU20]: It is necessary to 
state that, to protect national security, it 
is not necessary to carry out a risk-
assessment when processing Big Data 
pursuant to Art. 5 (4) and Art. 8 of the 
Convention: Art. 9 (1) (a) provides for an 
exception to Articles 5 (4), 7bis (1) and 8 
to protect national security. A paragraph 
specifying exception possibilities should 
be included where suitable. 

Comment [BMG21]: Goes beyond Art. 
35 of the General Data Protection 
Regulation. 

Comment [BMG22]: “Free and 
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too complicated and too long and are 
therefore rarely read in practice. Another 
special problem is the fact that the use of 
simple applications often goes hand in 
hand with the transmission of data and 
information although this is by no means 
necessary for the application to function 
and has nothing to do with the purpose of 
the application. This applies to health and 
lifestyle apps, but also to other app types. 
However, if all apps - or at least widely 
used apps or apps for which there is no 
alternative -impose such conditions, it is 
doubtful whether the users have actually 
given their voluntary consent. In IV 5.4 
(“imbalance of power”), this problem is 
addressed, but should be further 
specified.  
 
To make sure that, when it comes to data 
processing and transmission, users give 
their consent on a truly voluntary basis, it 
would be necessary to introduce a rule 
stipulating that the user of an application 
must not be required to give his/her 
consent to the disclosure, storage and 
evaluation of data that are not necessary 
for the app to function. 
 ...

Comment [WU23]: It is necessary to 
state that, to protect national security, it 
is not necessary to carry out a risk-
assessment when processing Big Data 
pursuant to Art. 5 (4) and Art. 8 of the 
Convention: Art. 9 (1) (a) provides for an 
exception to Articles 5 (4), 7bis (1) and 8 
to protect national security. A paragraph 
specifying exception possibilities should 
be included where suitable. 
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learn-from-experience approach. 

5.2 When data have been collected on the basis of data subject’s consent, they cannot be 
processed in a manner incompatible with the initial purposes. Data Controllers and Data 
Processors shall provide easy and user-friendly technical ways for data subjects to 
withdraw their consent and to oppose data processing incompatible with the initial 
purposes. 

5.3 Pursuant to Article 5 (b) of the Convention 108, data processing is considered as 
incompatible when the use of data exposes data subjects to risks greater, or other than, 
those contemplated by the initial purposes. 

5.4 Consent is not freely given if there is an clear imbalance of power between the data 
subject and the Data Controllers or Data Processors. The Data Controller shall provide 
proof that this clear imbalance does not exist or does not affect the consent given by the 
data subject.  

5.5 Consent to data collection, storage, usage or transfer exceeding the degree 
necessary for the functioning and the specific purposes of an application must not be 
required for the use of any application.  

 

 

6. Anonymization 

6.1 In the Big Data context, the anonymous nature of the data processed does not 
exclude, in general, the application of the principles concerning data protection, due to the 
risk of re-identification. 

6.2 Anonymization may combine technical measures with legal or contractual obligations 
not to attempt to re-identify the data.  

6.3 On the basis of the risk of re-identification, the Data Controller shall demonstrate and 
document the adequacy of the measures adopted to anonymize data. This assessment of 
the risk of re-identification shall take into account both the nature of the data and the costs 
of implementation of the available anonymizing technologies. 

 

7. Role of the human factor in Big Data-supported decisions 

7.1 The use of Big Data shall preserve the autonomy of the human factor in the decision-
making process. 

7.2 Decisions based on the results provided by Big Data analytics shall take into account 
all the circumstances concerning the data and shall not be based on merely 
decontextualized information or data processing results. 

7.3 Where decisions based on Big Data might affect individual rights, a human decision-
maker shall provide the data subject with detailed motivation. 

7.4 On the basis of reasonable arguments, the human decision-maker should be allowed 
the freedom to disagree with the recommendations provided using Big Data.  

7.5 Where direct or indirect discrimination based on Big Data recommendations is 
suspected, Data Controllers and Data Processors shall demonstrate the absence of this 
discrimination. 

Comment [BMG24]: According to Art. 
35 of the General Data Protection 
Regulation, the data subject is not 
informed about the result of the risk 
assessment. 

Comment [BMG25]: Pursuant to 
Article 7 (3), fourth sentence, of the 
General Data Protection Regulation, it 
must be just as easy to withdraw one’s 
consent as it is to give one’s consent. 

Comment [BMG26]: Recital 43 of the 
General Data Protection Regulation: “clear 
imbalance” 

Comment [WU27]: BMAS: This also 
applies to employment relationships. 

Comment [BMG28]: Exclusion of tying 
arrangements is necessary, according to 
Art. 7 (4) of the General Data Protection 
Regulation in conjunction with recital 43 
(proposed wording). Alternatively: 
 
Recital 43, second sentence, of the 
General Data Protection Regulation: 
„Consent is presumed not to be freely 
given if it does not allow separate consent 
to be given to different personal data 
processing operations despite it being 
appropriate in the individual case, or if the 
performance of a contract, including the 
provision of a service, is dependent on the 
consent despite such consent not being 
necessary for such performance.” 

Comment [BMG29]: Not in line with 
the General Data Protection Regulation: 
The scope is limited to personal data, Art. 
2 (1) of the General Data Protection 
Regulation. Data rendered anonymous are 
not included; recital 26 of the General 
Data Protection Regulation. 
 

Comment [BMG30]: Recital 26 of the 
General Data Protection Regulation is 
more comprehensive:  To ascertain 
whether means are reasonably likely to be 
used to identify the natural person, ...

Comment [WU31]: We suggest that 
the following paragraph be included (it is 
similar to recital 71 of the General Data 
Protection Regulation): "In order to ensure 
fair and transparent processing, the Data ...

Comment [BMG32]: In the second 
paragraph of recital 71, the General Data 
Protection Regulation considers the 
context of data processing essential 
(“taking into account the specific ...

Comment [WU33]:  It is necessary to 
add that, in the field of national security, 
the Convention does not contain the 
obligation to provide the data subject 
with a detailed motivation drafted by a ...

Comment [BMG34]: According to this 
wording, decisions can be made solely on 
the basis of Big Data even if they affect 
individual rights. However, pursuant to 
Art. 22 (1) of the General Data Protection ...
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7.6 The subjects that are affected by a decision based on Big Data have the right to 
challenge this decision before a competent authority. 

 

8. Open data  

8.1 Given the availability of Big Data analytics, public and private entities shall carefully 
consider their open data policies concerning personal data. When Data Controllers adopt 
open data policies, the Risk-assessment Process shall take into account the effects of 
merging and mining different data belonging to different open data sets.  

 

9. Derogations for historical, statistical and scientific purposes and archiving 
purposes in the public interest 

9.1 Where the Parties provide specific derogations to the provisions of Articles 7-bis and 8 
of the Draft modernised Convention with respect to data processing for historical, 
statistical and scientific purposes and archiving purposes in the public interest,, they 
should exclude any risk of infringement of the rights and fundamental freedoms of data 
subjects. 

9.2 These Dderogations shall be limited to the extent strictly necessary and not be applied 
unless expressly provided for by the law. 

9.3 Derogations cannot prejudice fundamental rights, the principle of non-discrimination, 
and the right of data subjects to challenge before a competent authority decisions taken 
on the basis of automated data processing. 

 

10. Education  

10.1 To help citizens understand the implications of the use of information and personal 
data in the Big Data context, the Parties shall recognize digital literacy as an essential 
educational skill, and incorporate it in the standard curriculum. 

 

 

 

Comment [WU35]: 9.1 is not 
compatible with the draft Convention. It 
exceeds the requirements mentioned in 
Art. 11 of the draft when stating that 
exceptions “should exclude any risk of 
infringement of the rights and fundamental 
freedoms of data subjects.” The 
requirements regarding exceptions arise 
directly from the Convention and are 
explained in 9.2-3. This phrase should 
therefore be deleted. 


