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1. Methodology 

The present study was developed in three main stages. In the first, preliminary phase, the SICL 
formulated a detailed questionnaire, in cooperation with the Council of Europe. After approval by 
the Council of Europe, this questionnaire (see below, 2.) represented the basis for the country 
reports. 
 
The second phase consisted of the production of country reports for each Member State of the 
Council of Europe. Country reports were drafted by staff members of SICL, or external 
correspondents for those member States that could not be covered internally. The principal sources 
underpinning the country reports are the relevant legislation as well as, where available, academic 
writing on the relevant issues. In addition, in some cases, depending on the situation, interviews 
were conducted with stakeholders in order to get a clearer picture of the situation. However, the 
reports are not based on empirical and statistical data, as their main aim consists of an analysis of the 
legal framework in place.  
 
In a subsequent phase, the SICL and the Council of Europe reviewed all country reports and provided 
feedback to the different authors of the country reports. In conjunction with this, SICL drafted the 
comparative reflections on the basis of the different country reports as well as on the basis of 
academic writing and other available material, especially within the Council of Europe. This phase 
was finalized in December 2015. 
 
The Council of Europe subsequently sent the finalised national reports to the representatives of the 
respective Member States for comment. Comments on some of the national reports were received 
back from some Member States and submitted to the respective national reporters. The national 
reports were amended as a result only where the national reporters deemed it appropriate to make 
amendments. Furthermore, no attempt was made to generally incorporate new developments 
occurring after the effective date of the study. 
 
All through the process, SICL coordinated its activities closely with the Council of Europe. However, 
the contents of the study are the exclusive responsibility of the authors and SICL. SICL can however 
not assume responsibility for the completeness, correctness and exhaustiveness of the information 
submitted in all country reports. 
 
 

2. Questions 

In agreement with the Council of Europe, all country reports are as far as possible structured around 
the following lines:  
 

1. What are the legal sources for measures of blocking, filtering and take-down of 

illegal internet content? 

Indicative list of what this section should address: 

 Is the area regulated?  
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 Have international standards, notably conventions related to illegal internet content 

(such as child protection, cybercrime and fight against terrorism) been transposed into 

the domestic regulatory framework? 

 Is such regulation fragmented over various areas of law, or, rather, governed by specific 

legislation on the internet?  

 Provide a short overview of the legal sources in which the activities of blocking, filtering 

and take-down of illegal internet content are regulated (more detailed analysis will be 

included under question 2). 

2. What is the legal framework regulating: 

2.1. Blocking and/or filtering of illegal internet content? 

Indicative list of what this section should address: 

 On which grounds is internet content blocked or filtered? This part should cover all the 
following grounds, wherever applicable: 

o the protection of national security, territorial integrity or public safety (e.g. 

terrorism), 

o the prevention of disorder or crime (e.g. child pornography),  

o the protection of health or morals, 

o the protection of the reputation or rights of others (e.g. defamation, invasion of 

privacy, intellectual property rights),  

o preventing the disclosure of information received in confidence.  

 What requirements and safeguards does the legal framework set for such blocking or 
filtering? 

 What is the role of Internet Access Providers to implement these blocking and filtering 
measures? 

  Are there soft law instruments (best practices, codes of conduct, guidelines, etc.) in this 

field? 

 A brief description of relevant case-law. 

 
2.2. Take-down/removal of illegal internet content? 

 

Indicative list of what this section should address: 

 On which grounds is internet content taken-down/ removed? This part should cover all 

the following grounds, wherever applicable: 

o the protection of national security, territorial integrity or public safety (e.g. 

terrorism), 

o the prevention of disorder or crime (e.g. child pornography),  

o the protection of health or morals, 

o the protection of the reputation or rights of others (e.g. defamation, invasion of 

privacy, intellectual property rights),  

o preventing the disclosure of information received in confidence.  

 What is the role of Internet Host Providers and Social Media and other Platforms (social 
networks, search engines, forums, blogs, etc.) to implement these content take 
down/removal measures? 

 What requirements and safeguards does the legal framework set for such removal? 



 

 
 

 Are there soft law instruments (best practices, code of conduct, guidelines, etc.) in this 

field? 

 A brief description of relevant case-law. 

 

3. Procedural Aspects: What bodies are competent to decide to block, filter and take 

down internet content? How is the implementation of such decisions organized? 

Are there possibilities for review? 

Indicative list of what this section should address: 

 What are the competent bodies for deciding on blocking, filtering and take-down of 

illegal internet content (judiciary or administrative)? 

 How is such decision implemented? Describe the procedural steps up to the actual 

blocking, filtering or take-down of internet content. 

 What are the notification requirements of the decision to concerned individuals or 

parties? 

 Which possibilities do the concerned parties have to request and obtain a review of such 

a decision by an independent body? 

 

4. General monitoring of internet: Does your country have an entity in charge of 

monitoring internet content? If yes, on what basis is this monitoring activity 

exercised?  

Indicative list of what this section should address: 

 The entities referred to are entities in charge of reviewing internet content and assessing 

the compliance with legal requirements, including human rights  they can be specific 

entities in charge of such review as well as Internet Service Providers. Do such entities 

exist? 

 What are the criteria of their assessment of internet content? 

 What are their competencies to tackle illegal internet content? 

 

5. Assessment as to the case law of the European Court of Human Rights 

Indicative list of what this section should address: 

 Does the law (or laws) to block, filter and take down content of the internet meet the 

requirements of quality (foreseeability, accessibility, clarity and precision) as developed 

by the European Court of Human Rights? Are there any safeguards for the protection of 

human rights (notably freedom of expression)? 

 Does the law provide for the necessary safeguards to prevent abuse of power and 

arbitrariness in line with the principles established in the case-law of the European Court 

of Human Rights (for example in respect of ensuring that a blocking or filtering decision is 

as targeted as possible and is not used as a means of wholesale blocking)? 

 Are the legal requirements implemented in practice, notably with regard to the 

assessment of necessity and proportionality of the interference with Freedom of 

Expression? 

 In the case of the existence of self-regulatory frameworks in the field, are there any 

safeguards for the protection of freedom of expression in place? 



 

 
 

 Is the relevant case-law in line with the pertinent case-law of the European Court of 

Human Rights? 

For some country reports, this section mainly reflects national or international academic 
writing on these issues in a given State. In other reports, authors carry out a more 
independent assessment. 

 


